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Abst ract

TCP-Friendly Rate Control (TFRC) is a congestion control mechani sm
for unicast flows operating in a best-effort Internet environment.
Thi s docunent introduces Faster Restart, an optional nechanismfor
safely inmproving the behavior of interactive flows that use TFRC
Faster Restart is proposed for use with TFRC and with TFRC-SP, the
Smal | Packet variant of TFRC. W present Faster Restart in general
terns as a congestion control mechanism and further discuss Faster
Restart for Datagram Congestion Control Protocol (DCCP) Congestion
Control I1Ds 3 and 4.
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NOTE TO RFC EDI TOR: PLEASE DELETE THI' S NOTE UPON PUBLI CATI ON
Changes fromdraft-ietf-dccp-tfrc-faster-restart-05.1txt:

* Updated application-limted behavior for Revised TFRC
in Table 1, to reflect changes to rfc3448bis.

* Updat ed description of code in rfc3448bis to reflect
changes in that docunent.

Changes fromdraft-ietf-dccp-tfrc-faster-restart-04.txt:

* Changed "RTO' to "NFT".
Changed the targeted idle period to the configurable Del ayTi ne.
Feedback from Gerrit Renker.

* Renpved Section 4.1 on the receive rate, after it is nmade
into an Errata for RFC 4342. Feedback from Gerrit Renker

* CGeneral editing fromCorry Fairhurst and Arjuna, and additiona
reporting on sinulations.

* Added a section on Interoperability Issues.
* Specified CCID 3 and 4 inpact in the introduction
Changes fromdraft-ietf-dccp-tfrc-faster-restart-03.txt:

* Del eted ping packets, and the section about the inplenmentation
of ping packets in DCCP

* |n Section 3.2, calls to
"Update X active_recv and X fast_nax;" and
"Interpolate X fast_nax;'

had been reversed accidentally. Put them back in the right order

* Changed | ntended Status back to Experinental (where it started
out).

* CGeneral editing is response to feedback from CGorry.

* Added sinmulation tests to the list in the section on sinulations:

(1) simulations
with a worst-case scenario of high congestion, all flows using

TFRC, all flows having various idle tinmes, all flows using Faster
Restart, and variable arrival rates for the TFRC flows (to create

variabl e | evel s of congestion). And conpare this to the same

scenario with no flows using Faster Restart. (2) scenarios with
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transi ent changes fromrouting changes and fromvariable traffic.
The goal is to explore worse-case scenarios showi ng of f the worst
aspects of Faster Restart.

* Targeted an idle period of at npbst six mnutes, not thirty
m nutes. Feedback from Gorry and |an MDonal d.

* Added a section of whether Faster Restart encourages flows to
pad their sending rate during idle periods.

* Didn’t inplenment suggestion from Lachlan Andrew to decay from
quadrupling to doubling the sending rate gradually. The | ast
nor e-t han- doubling of the sending rate is probably not a
quadrupling in any case, since the allowed sending rate is
not increased due to quadrupling to nore than X fast_max.

Changes fromdraft-ietf-dccp-tfrc-faster-restart-02.txt:

* Del eted proposed response to dealing with X recv for idle or
data-linmted periods; RFC3448bis now deals with this instead.

* Deleted the Receive Rate Length option. Also
renoved all text about using the inflation factor to
reduce X recv_in based on the sender’s idle tine.

* Moved TFRC changes and DCCP-specific changes to separate sections.

* Revised draft to refer to RFC3448bis instead of to RFC3448.
Thi s included nodifying sections on "Feedback Packets" and
" Nof eedback Tinmer".

* Said that CCID 3 could calculate the receive rate only
for one RTT, rather than for longer, after an idle period.
(When used with RFC3448bis, it shouldn’t affect perfornmance
one way or another).

Changes fromdraft-ietf-dccp-tfrc-faster-restart-01.txt:

* Added a sentence to Abstract about DCCP

* Added some text to the Introduction

* Added sections on "M ni mum Sendi ng Rate", "Send Receive
Rate Length Feature", "Nofeedback Tiner", and "Sinulations
of Faster Restart".

* Added an Appendix on "Simul ations".
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Changes fromdraft-ietf-dccp-tfrc-faster-restart-00.txt:

* Added nechanisns for dealing with a nore general problemw th
idle periods. This includes a section of "Receive Rate
Adj ust ment " .

END OF NOTE TO RFC EDI TOR
1. Introduction

Thi s docunent defines congestion control mechani sns that inprove the
performance of occasionally idle flows using TCP-Friendly Rate
Control (TFRC) [ RRFC3448] [RFC3448bis]. A data-linted or idle flow
uses less than its allowed sending rate for application-specific
reasons, such as lack of data to send. The responses of Standard
TFRC [ RFC3448], and Revi sed TFRC [ RFC3448bis] to long idle or data-
[imted periods are sumarized in Table 1 bel ow, and the responses of
Standard TCP [ RFC2581] and TCP with Congesti on W ndow Val i dation

[ RFC2861] are described in Appendi x C of [RFC3448bis]. Al of these
mechani sns allow a flow to recover froma long idle period by ranping
up to the allowed sending rate or window. This docunent specifies
mechani sns that allow TFRC to start at a higher sending rate after an
idle period, and to ranp up faster to the old sending rate after an

i dl e peri od.

As this draft is being witten, Standard TFRC is specified in

[ RFC3448], and TFRC is in the process of being revised, as Revised
TFRC, in [RFC3448bis]. When [RFC3448bis] is approved as a Proposed
St andard document, this draft will be revised, with the phrase
"Standard TFRC' replaced by "AOd TFRC', and ot her |anguage changes as
appropri ate.

For Standard TFRC as specified in [ RFC3448], a TFRC fl ow may not send
nore than twice X recv, the rate at which data was received at the
recei ver over the previous RTT. Thus in Standard TFRC t he previous
receive rate limts the sending rate of applications with highly

vari abl e sending rates, forcing the applications to ramp up, by
doubling their sending rate each round-trip tine, fromthe earlier
data-linmted rate to the sending rate allowed by the throughput
equation. TFRC s nof eedback tinmer halves the allowed sending rate
after each nofeedback timer interval (at |east four round-trip tines)
in which no feedback is received. One result is that applications
nust slowstart after being idle for any significant |length of tine,
in the absence of nechani sns such as Quick-Start [ RFC4782] and Qui ck-
Start for DCCP [ GAO8].

For Revi sed TFRC as specified in [ RFC3448bi s], the previous receive
rate is not used to limt the sending rate during data-limted
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peri ods. Thus, unlike [ RFC3448], in [RFC3448bis] applications with
hi ghly variable sending rates are not linited by the previous receive
rates. However, [RFC3448bis] is |like [RFC3448] in that the

nof eedback tiner is used to halve the allowed sending rate after each
nof eedback tinmer interval in which no feedback is received. Wth

[ RFC3448] the allowed sending rate is not reduced bel ow two packets
per RTT during idle periods, and with [ RFC3448bis] the all owed
sending rate is not reduced below the allowed initial sending rate
during idle periods.

Thi s behavior is safe, though conservative, for best-effort traffic
in the network. A silent application stops receiving feedback about
the condition of the current network path, and thus shoul d not be
able to send at an arbitrary rate. A data-limted application stops
recei vi ng feedback about whether current network conditions woul d
support higher rates. However, this behavior also affects the
percei ved performance of interactive applications such as voice.
Connections for interactive tel ephony and conference applications,
for exanple, will usually have one party active at a tine, with
seam ess switching between active parties. TFRC s reduction of the
al l oned sending rate, and slow starting back to a higher sending
rate, after every switch between parties could seriously degrade
percei ved performance. Sone of the strategies suggested for coping
with this problem such as sendi ng paddi ng data during application

i dl e periods, might have worse effects on the network than sinply
switching onto the desired rate with no slowstart.

There is sone justification for somewhat accelerating the slow start
process after idle periods, as opposed to at the begi nning of a
connection. A flowthat fairly achieves a sending rate of X has
proved, at |east, that sonme path between the endpoints can support
that rate. The path m ght change, due to endpoint reset or routing
adj ustments; or many new connections mnight start up, significantly
reducing the application's fair rate. However, it seens reasonable
to allow an application to possibly contribute to limted transient
congestion in tinmes of change, in return for inproving application
responsi veness.

Thi s docunent suggests a relatively sinple approach to this problem
Standard TFRC [ RFC3448] specifies that the allowed sending rate is
never reduced bel ow two packets per RTT as the result of a nofeedback
timer after an idle period. Follow ng [ RFC3390], CCID 3 [ RFC4342]
and Revi sed TFRC [ RFC3448bi s] specify that the all owed sending rate
is never reduced below the TCP initial sending rate of two or four
packets per RTT, depending on packet size, as the result of a

nof eedback tiner after an idle period. Faster Restart doubles this
all owed sending rate after idle periods. Thus, the sending rate
after an idle period is not reduced below a rate Y between four and
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ei ght packets per RTT, depending on the packet size. The rate Y is
restricted to at nost 8760 bytes per RIT (which is twice TCP' s
maxi mum al | owed initial w ndow size).

In addition, because flows already have sone (possibly ol d)

i nformati on about the path, Faster Restart allows flows to quadruple
their sending rate in every congestion-free RTT, instead of doubling,
upwards towards the previously achieved rate. Wen the TFRC sender
det ects congestion, the sender |eaves Faster Restart and changes into
congestion avoi dance. These changes are summarized in the table
below. 1In this docunent, "NFT" refers to the NoFeedback Ti mer
interval for TFRC, this is roughly equivalent to the Retransmt
TimeQut (RTO) interval for TCP
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I dl e period:
Hal ve al |l owed sending rate each NFT, not bel ow two packets per RITT.
After sending again, double the sending rate each RTT.
Application-limted period:
Send at nost twice X recv.
As a result, at nost double the sending rate each RTT.

I dl e period:
Hal ve al |l owed sending rate each NFT, not below initial sending rate.
After sendi ng again, double the sending rate each RTT.
Application-limted period:

If no loss, send at nost twice max (X recv_set), including old val ues
of X _recv going back to just before the data-linted interval was
entered.

If |loss, reduce saved val ues of X recv.

- Revised TFRC with Faster Restart -
I dl e period:
Hal ve al | owed sending rate each NFT, not below twice initial rate
(Specified in Section 3.2.)
After sending again, quadruple the sending rate towards old rate.
(Specified in Section 3.1.)
Application-limted period:
Sending rate not limted by X recv.

Tabl e 1: Behavior of TFRC, with and w thout Faster Restart.

The congestion control mechani snms defined here are intended to apply
to any inplementations of TFRC, including that in DCCPs CCID 3 and
CCID 4 [ RFC4342], [CCID4]. These mechani snms change only CCID 3 and 4
sender behavi or and do not change DCCP packets in externally visible
ways (except in that the sending rate will be higher after an idle
period). This reduces interoperability concerns. Any DCCP CCID 3

or 4 sender MAY therefore use Faster Restart algorithms at its

di scretion, w thout negotiation with the correspondi ng receiver.
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While we al so believe that TCP could safely use a simlar Faster
Restart nechanism we do not specify it here. Qur assunption is that
flows that are sensitive to restrictions to the sending rate after
idle periods are nore likely to use TFRC than to use TCP or TCP-like
congestion control

2. Conventions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

The Faster Restart nechanismrefers to several existing TFRC state
variabl es, including the foll ow ng:

R The RTT estinate.
X: The current allowed sending rate in bytes per second.
p: The recent |oss event rate.

X recv:
The rate at which the receiver estimtes that data was received
since the |last feedback report was sent.

s: The packet size in bytes.
Faster Restart uses the follow ng variable from [RFC3448bi s]:

recv_limt:
The Iimt on the sending rate that is conputed fromthe receive
rate.

Faster Restart al so introduces new state variables to TFRC, as
foll ows:

X active_recv:
The receiver’'s estinmated receive rate reported during a recent
active sending period. An active sending period is a period in
whi ch the sender has not experienced a | oss event. X active_recv
is initialized to O until there has been an active sendi ng period,
and X active_ recv is reduced after a | oss event.

T active_recv:

The tine at which X active_recv was neasured. T_active recv is
initialized to the start time of the connection
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3.

3.

recover_rate
The minimumrestart rate allowed by Faster Restart after an idle
period. Note that Faster Restart flows can drop below this rate
as the result of experienced congestion (e.g. actual |oss
feedback). Recover_rate is defined as foll ows:

recover_rate = mn(8*s, max(4*s, 8760 bytes))/R

Faster Restart also uses the follow ng, which could be inplenmented as
a tenporary vari abl e:

X fast_max:
The rate at which the sender should stop quadrupling its sending
rate, and return to at nost doubling its sending rate.

O her variabl es have val ues as described in [ RFC3448] and
[ RFC3448bi s] .

Faster Restart: Changes to TFRC
1. Feedback Packets

The Faster Restart algorithmreplaces the lines in step (4) of
Section 4.3, "Sender Behavi or Wen a Feedback Packet is Received", of
[ RFC3448bis] that specify the limtation on the sending rate

calcul ated fromthe reported receive rates. [RFC3448bis] allows the
sender to slowstart back up to the previous sending rate after an
idle period, doubling its sending rate after each round-trip time.

Thi s docunent specifies a mechanismso that during recovery froman
idle period, the TFRC sender can quadruple its sending rate each
(congestion-free) round-trip time, until it reaches its old sending
rate before the idle or data-limted period. This nodification uses
three new variables: X active_recv specifies the maxi numreceive rate
achi eved before the idle period, T active_recv specifies the tinme of
the last update of X active recv, and X fast _nax specifies the
adjusted rate at which the sender should stop quadrupling its sending
rate and continue to its default behavior of doubling its sending
rate.

The procedure "Update X active_recv and X fast_max" bel ow i ncreases
the two variables in response to increases in the reported receive
rate and reduces themafter a report of a | ost packet or an

i ndi cation of congestion (e.g. an ECN marked packet).
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Update X active recv and X fast_max:
If (the feedback packet does not indicate a | oss or nmark
and X recv >= X fast_max)
X active recv = X fast_max = X recv,
T active_recv = current tinme.
Else if (the feedback packet DCES indicate a | oss or mark,
and X recv < X fast_nax)

X active recv = X fast_max = X recv/ 2,

T active_recv = current tinme.
The paranmeter X active_recv gives an upper bound on the rate
achi evabl e through Faster Restart, and is only nodified by the
"Update X active rate and X fast_nax" procedure. This nodification
is based on the contents of the feedback packet and the val ue of
X fast_max. X active_recv is updated as the connection achi eves
hi gher congestion-free transmt rates. X active_recv is reduced on
congestion feedback, to prevent an inappropriate Faster Restart unti
a new stable active rate is achieved. Specifically, when congestion
feedback is received at a | ow sending rate, the sender reduces
X active_recv to X recv/2, allowing a linited Faster Restart up to a
likely-safe rate

For some transport protocols using TFRC, the feedback packets m ght
report the | oss event rate, but not explicitly report |ost or nmarked
packets. For such protocols, the sender in the "Update X active rate
and X fast_nax" procedure can infer that a feedback packet indicates
a loss or mark by | ooking at the reported | oss event rate. |If the
current or previous feedback packet reported an increase in the |oss
event rate, then the current feedback packet is assuned to indicate a
loss or mark. (If the previous feedback packet reported an increase
in the loss event rate, then a | oss event began in the interva
covered by that feedback packet. However, the | oss event can cover
up to a round-trip tinme of data, so the second half of the |oss
event, including additional |ost or marked packets, could be covered
by the second feedback packet.)

The "Interpolate X fast _max" procedure deternmines X fast_nmax, the
adjusted rate at which Faster Restart should stop. The procedure
sets X fast_max to something between zero and X active_recyv,
depending on the time since X active_recv was | ast updated. The
procedure allows full Faster Restart up to the old sending rate

X active recv after a short idle period, but requires nore
conservative behavior after a longer idle period. Thus, if at nost
DecayTi me has el apsed since the | ast update of X active recv, for a
default DecayTine of two mnutes, then X fast_nax is set to

X active recv. |If 3*DecayTime or nore has el apsed, X fast_max is set
to zero. Linear interpolation is used between these extrenes.
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The default DecayTine of two minutes is chosen to strike a bal ance
bet ween t he needs of applications, and the time intervals over which
connections m ght reasonably quadruple back up to their old sending
rates after idle periods. |In terms of the needs of applications,
nodel s of voice traffic generally use average idle times between 0.5
and two seconds [JS00] (Section 3). However, in terns of changes in
path characteristics, Faster Restart does not assune that the
previous sending rate is valid after an idle period; Faster Restart
sinmply assunes that a connection may *quadrupl e* rather than *doubl e*
its sending rate up to the previous rate. Therefore, while an overly
| ong DecayTinme is not likely to | ead to congestion collapse, it could
result in unnecessary packet drops, and therefore in reduced
performance for the application itself. Path congestion |evels can
change over tine scales of round-trip times, which are generally

bet ween 10 and several hundred milliseconds; nmore dramatic changes in
path characteristics (e.g., routing changes, changes in |ink
bandwi dt h) happen | ess frequently. For now, the DecayTime may be a
configurabl e paraneter. Future work may shed nore |ight on optinum
val ues for DecayTi ne.

I nterpolate X fast_nax:
/1 1f achieved X active recv <= 1 m nute ago,

/1 set X fast_max to X active_recv;
/1 1f achieved X active recv >= 3 m nutes ago,
/1 set X fast_nmax to zero

/1 1f in between, interpolate.
delta_T = now - T_active_recyv;
F=(6 mn- mn(max(delta_T, 2 min), 6 min)) / (2 mn);
X fast_max = F * X active_recyv;

The pseudocode above uses the tenporary variables delta T and F

Faster Restart replaces the following lines fromstep (4) of Section
4.3 of [RFC3448bi s]:
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If (the entire interval covered by the feedback packet
was a data-linmted interval) ({
If (the feedback packet reports a new | oss event or an
increase in the loss event rate p) {
Hal ve entries in X recv_set;
X recv = 0.85 * X recv,
Maxi m ze X recv_set();
recv_limt = max (X recv_set);
} Else {
Maxi m ze X recv_set();
recv_limt =2 * max (X_recv_set);

}

} Else { /1 typical behavior
Update X recv_set();
recv_limt =2 * max (X _recv_set);

}

with the follow ng:

Interpolate X fast_ nax;
Update X active_recv and X fast_max;
If (the entire interval covered by the feedback packet
was a data-limted interval) {
If (the feedback packet reports a new | oss event or an
increase in the loss event rate p) {
Hal ve entries in X recv_set;
X recv = 0.85 * X recv;
Maxi m ze X recv_set();
recv_limt = max (X recv_set);
} Else {
Maxi m ze X recv_set();
recv_limt =2 * max (X recv_set);
If (recv_limt < X fast_max)
recv_limt = mn (2*recv_limt, X fast_nax);

}
} Else { /1 typical behavior
Update X recv_set();
recv_limt =2 * max (X recv_set);
If (recv_limt < X fast_max)
recv_limt = mn (2*recv_limt, X fast_nax);

}

In summary, when a feedback packet is received, as specified in

[ RFC3448bi s], then the sender updates the round-trip time estimate
and the NFT (NoFeedback Timer), and updates X recv_set, the set of
recent X recv values, and then executes the procedure above.

X fast_max al ways represents the interpol ated val ue from hi ghest

X recv reported since the last |oss event. However, because
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X recv_set contains only X recv values fromthe nost recent two
round-trip tines, the calculated recv_linmt could be | ess than

X fast_max. In this case, recv_limt is doubled, up to at nost

X fast_max. Faster Restart’'s doubling of recv_limt allows the TFRC
sender to quadruple its sending rate each round-trip tinme after an

i dl e peri od.

3.2. Nofeedback Timer

Section 4.4 of [RFC3448bis] specifies when the all owed sending rate
is halved after the nofeedback tiner expires. |In particular

[ RFC3448bis] specifies that if the sender has been idle since the
nof eedback tiner was set, then the all owed sending rate is not
reduced bel ow recover _rate, which in [RFC3448bis] is set to the
initial _rate of Winit/R for:

Winit = mn(4*s, max(2*s, 4380)),

for segnment size s. In contrast, this docunent sets recover _rate to
twice the initial _rate, as foll ows:

recover _rate = 2*Winit/R,

4. Faster Restart Discussion

Standard TCP has historically dealt with idleness and data-limted
flows either by keeping cwnd entirely open ("imediate start") or by
entering slowstart, as reconmended in RFC 2581 in response to an
idle period. The first option is too liberal, the second too
conservative. Clearly a short idle or data-limted period is not a
new connection: the sending rate maintained before the idle or data-
limted period shows that previously, the connection could fairly
sustain some rate w thout adversely inpacting other flows. However,
| onger idle periods are nore problematic. 1dle periods of many

m nutes woul d seemto require slowstart.

RFC 2861 [ RFC2861] gi ves a noderate nechanismfor TCP, where the
congestion wi ndow is halved for every retransmt tineout interva

that the sender has remained idle, dowmn to the initial w ndow, and
the window is re-opened in slowstart when the idle period is over.
TFRC in [ RFC3448bi s] roughly foll ows [ RFC2861] for the response to an
idle period. Unlike [RFC2861], however, [RFC3448bis] follows
Standard TCP in its responses to a data-linmited period, and does not
reduce the allowed sending rate in response to data-limted periods.
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4. 1.

Wor st - Case Scenari os

Faster Restart should be acceptable for TFRC if its worst-case
scenarios are acceptable. Realistic worst-case scenarios m ght
i nclude the foll owi ng scenarios:

o

Pat h changes: The path changes and the old rate is not acceptable
on the new path. RTTs are shorter on the new path too, so Faster
Restart takes bandwi dth from other connections for multiple RTTs,
not just one. (This can happen with TCP or with TFRC wi t hout
Faster Restart, but Faster Restart could make this behavior nore
severe.)

Synchroni zed flows: Several connections enter Faster Restart

simul taneously. |If the path is congested, the extra | oad
resulting fromFaster Restart could be twice as bad as the extra
load if the connections had sinply slowstarted fromtheir allowed
initial sending rate.

Many forns of burstiness: Variable-rate connections using Faster
Restart share the congested link with short TCP or DCCP
connections starting and stopping, with initial w ndows of three
or four packets. The aggregate traffic could also include TCP
connections with short quiescent periods (e.g., web browsing
sessions using HITP 1.1), or bursty higher-priority traffic. As a
result of the bursty traffic, the aggregate arrival rate varies
fromone RTT to the next. The transient congestion will be
particularly severe if the congested link is an access |ink

i nstead of a backbone link; the level of statistical multiplexing
on an access |link may not be sufficiently high to "snooth out" the
bur sti ness.

Wreless links: The network all ocates capacity based on traffic
conditions, as in sone current wrel ess technol ogi es, such as
Bandwi dt h on Demand (BoD) |inks [RFC3819] where capacity is

vari abl e and dependent on several paraneters other than network
congestion. In this case, the old sending rate m ght not be
acceptabl e after a change in capacity for the wireless link during
an idle period.

Further analysis is required to anal yze the effects of these
scenari os.

4.2.

Incentives for applications to send unnecessary packets during

idle or data-limted periods

How does Faster Restart affect an application’s incentive to pad its
sendi ng rate by sendi ng unnecessary packets during idle or data-
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limted periods? W would like to limt an application’s incentive
to pad its sending rate during idle or data-limted periods; if al
applications were to pad their sending rates, it could reduce the
avai | abl e bandwi dth, and degrade the performance for all flows on the
congested |ink.

Wth Standard TFRC as specified in [ RFC3448], a data-limted TFRC
flow may not send nmore than twice X recv, the rate at which data was
received at the receiver over the previous RTT. Thus, with Standard
TFRC, one could argue that a variable-rate application over an
uncongest ed path does have some incentive to pad its sending rate.

Wth Revised TFRC as specified in [ RFC3448bi s], the all owed sending
rate after an idle period is larger than the allowed sending rate
with Standard TFRC. Further, with Revised TFRC the receive rate
reported in feedback packets is not used to limt the sending rate
during data-limted periods. Thus, with Revised TFRC an application
has less incentive to pad its sending rate than with Standard TFRC.
However, with Revised TFRC an application could have sonme incentive
to pad its sending rate just enough to maintain the status of "data-
l[imted" instead of "idle", by sending at |east one packet every four
round-trip tines.

By allowing TFRC to revert to its old sending rate nore quickly after
an idle period, Faster Restart could reduce an application's
incentive to pad its sending rate.

4.3. Interoperability |Issues

Faster Restart is a sender-side only nodification to TFRC, and is
i ntended to work with any TFRC receiver using the sane transport
protocol. The current standard for TFRC is RFC 3448. After

[ RFC3448bi s] is standardi zed, the authors of this docunent will
verify that Faster Restart works with either an RFC3448 or an
RFC3448bi s recei ver.

4.3.1. Interoperability Issues with CCD 3 and the RFC 4342 Errata

For the particular case of TFRC as used in CCID-3 or CCID-4 in DCCP
there are currently two variants of CCID-3 receivers. For TFRC as
specified in [ RFC3448], the receiver reports the receive rate
neasured over the nobst recent round-trip tinme. |In contrast, for
CCID-3 as specified in [ RFC4342], the receiver reports the receive
rate neasured over the interval since the |ast feedback packet was
received. These two methods can differ for feedback packets sent
after a loss event or after an idle period. To correct this, the RFC
4342 Errata [ RFC4342Errat] now specifies that the receiver reports
the receive rate neasured over the npbst recent round-trip tine, as in
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RFC 3448.

Because Faster Restart is being specified only for a sender using

[ RFC3448bi s], and not for a sender using [ RFC3448], Faster Restart in
CCI D-3 should interoperate with a CCID-3 receiver as specified in

[ RFC4342], with a CCID 3 receiver as specified in [ RFC4342] and
updated by the RFC 4342 Errata, or with a CCID 3 receiver as
specified in [ RFC4342] updated by both the RFC 4342 Errata and by

[ RFC3448bis]. In particular, with Faster Restart in CCID3 (or
CC D 4) with RFC3448bis, the sender’s sending rate is not limted by
the first feedback packet received after an idle period, so Faster
Restart should performwell even with a CCOD-3 (or CClD4) receiver
foll owi ng RFC 4342 and not updated by the RFC 4342 Errata.

4.4. Faster Restart for TFRC SP

We note that Faster Restart with TFRC SP [ RFC4828] is considerably
nore restrained than Faster Restart with TFRC. In TFRC SP, the
sender is restricted to sending at nbpst one packet every Mn

I nterval .

5. Simul ations of Faster Restart

Sone test case scenari os based on sinulation analysis are described
in Appendi x A. These simulations foll ow the guidelines set in
[ RFC4828]. These are:

1. Fairness to standard TCP and TFRC. The sinul ati on tests exani ne
whet her flows that use Faster Restart allow TCP and TFRC fl ows can
achi eve their share of the path capacity.

2. Fairness within Faster Restart: The sinulation tests exam ne how
mul tiple conmpeting Faster Restart flows share the avail abl e
capacity anong t hem

3. Response to transient events: The sinulation tests exam ne how a
Faster Restart flow reacts to a sudden congestion event.

4. Behavior in a range of environnents: Tests assess a range of
bandwi dt hs, RTTs, and varying idle periods.

A set of initial sinulation results will be described in [S08]. W
note sone of the inportant results here.

o Faster Restart does inprove the perfornmance of a flow after an
idle period by faster restarti ng when conpared to TFRC. The
results indicate that the worst case packet delay distribution is
smal | for Faster Restart than for TFRC
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o The effect of Faster Restart restarting after an idle period seens
to have an effect on other conpeting flows only when the Faster
Restart flow has a high sending rate before it enters the idle
peri od.

o Wien the Faster Restart flows experience | osses and hence reduce
their rates to a lower rate prior to entering an idle period, the
effect of faster restarting is sinmlar to that of slowstart.

A later version of this draft will provide nmore di scussion on these
results in the appendix and inplications will be noted here.

6. Inplenentation |ssues
TBA

7. Security Considerations

TRFC security considerations are discussed in [RFC3448]. DCCP
security considerations are discussed in [RFC4340]. Faster Restart
adds no additional security considerations.

8. | ANA Consi der ati ons
There are no | ANA consi derati ons.
9. Thanks

We thank the DCCP Wirking Goup for feedback and di scussions; we
particularly thank Gorry Fairhurst. W thank Vlad Balan and Gerrit
Renker for pointing out problenms with the mechani sns di scussed in
previ ous versions of the draft.
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A.  Appendi x: Simul ations
Thi s appendi x describes a set of initial test case scenarios for
simul ati on anal ysis of Faster Restart. The sinulation results use
the ns-2 sinulator.
Several types of flows are considered:
0 Bulk TCP Fl ows.
o Interactive (short) TCP Fl ows.
0o TFRC Flows with and wi thout Faster Restart.
0 TFRC-SP Flows with and without Faster Restart.

The inplications on other flows (e.g. using UDP) nmay be extrapol ated
fromthis.

For these simulations, we consider two application rates.

o Small nedia flows: These have a simlar rate to voice over IP
with a nedia bit rate of 64 Kbps (using segnents of 160 bytes and
a nom nal transmt rate of 8 KBps).

o Large nedia flows: These have a simlar rate to mediumquality
video over IP with a nedia bit rate of 512 Kbps (using segnents of
size 1000 bytes and a nomnal transnit rate of 64 KBps).

The sinmulations will nodel the effect of an idle period in which the
application does not attenpt to send any data for a period of tine,
then resunmes transm ssion. Various idle tinmes are considered.

The sinmulation scenarios include the following. These are intended
to be illustrative, rather than exact nodels of the application
behavi or.

o Performance of a long-lived (bulk) TCP flow (e.g. FTP) with TFRC

flows (wth and wi thout Faster Restart): The test scenario would
involve a single large FTP flow with varyi ng nunber of |arge nedia
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flows. Each large nedia fl ow becones idle for one second and t hen
restarts. The FTP flow starts during the idle period. The

t hroughput performance of the single FTP fl ow woul d be plotted for
varyi ng number of large nedia flows. Does the single FTP fl ow get
at least 1/n share of the bandw dth, where TFRC fl ows decrease the
bandwi dt h recei ved by the TCP fl ow?

o Performance of small TCP flows (HTTP) with TFRC flows with and
wi t hout Faster Restart: The test scenario would involve a single
| arge media flow which runs for ten seconds, is idle in the tine
interval [2, 3], and then restarts. At three seconds, a nunber of
HTTP flows are started. The mn, nmax and nedi an of the
request/response tinme of these HITP flows would be plotted. Do
the request/response tinmes of these HTTP flows differ? If so, by
how much?

o High-congestion test: In a worst-case scenario with high
congestion, all flows use TFRC, with a range of arrival tines and
idle tinmes. The sinulations are run both with and without Faster
Restart. How does the use of Faster Restart affect the aggregate
packet drop rate?

o Transient changes: The first worst-case scenario with transient
changes includes a routing change, where the new path has |ess
bandwi dth than the old path. The second scenario with transient
changes i ncludes transi ent congestion froma sudden increase in
traffic. This increase in traffic could be fromlong-lived TCP
traffic, or fromhigher-priority traffic, or from nmany new TFRC
sessions. The transient congestion could be particularly severe
if the congested link is an access link instead of a backbone
link. The third scenario with transient changes could include a
wireless link with variable bandwi dth, as discussed earlier in
Section 4. A fourth scenario would involve a nobility event that
results in an increase in the round-trip time. 1In all cases, the
simulations are run both with and without Faster Restart. How
does the use of Faster Restart affect the aggregate packet drop
rate?

0 An ideal scenario showing the benefits of Faster Restart: A
scenario with an uncongested network, just a few TFRC fl ows,
conparing the per-packet delay distribution with and without
Faster Restart. Wthout Faster Restart, there should be a few
packets in each flowwith very large delay tines, fromwaiting at
the sender until they can be sent.

0 A scenario showing the benefits (to the flow, not to competing

traffic) of padding during idle periods: Are there any scenarios
where Faster Restart *increases* a flow s incentives to pad its
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sending rate during idle or under-utilized periods?
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Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
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