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Abstract a network path with unknown characteristics is to use the

slow start algorithm [11], which initializegwnd to 1-4 seg-
Determining an appropriate sending rate when beginnimgnts and then increasesand exponentially during each
data transmission into a network with unknown charactaubsequent round-trip time (RTT) of the connection. In
istics is a fundamental issue in best-effort networks. iFrathe best case slow-start takeg. N — 1 RTTs and requires
tionally, the slow-start algorithm has been used to probe sendingV — 3 packets before reachingand of N packets
network path for an appropriate sending rate. This pag&i]. When there is contention for resources along the net-
provides an initial exploration of the efficacy of an altework path, slow start is a reasonable procedure. However,
nate scheme calle@Quick-Start, which is designed to allow over underutilized paths that could support large congesti
transport protocols to explicitly request permission fritve  windows, possibly allowing an entire data transfer to be sen
routers along a network path to send at a higher rate thawne RTT, slow start can take much time, and require much
allowed by slow-start. Routers may approve, reject or réata to be transmitted before achieving the desired sending
duce a sender’s requested rate. Quick-Start is not a genextd.
purpose congestion control mechanism, but ratheairin In this paper we provide an initial investigation of the ef-
congestion control scheme; Quick-Start does not detecfioacy of setting the initial sending rate usiquick-Sart,
respond to congestion, but instead, when successful, getmechanism that allows a sender to advertise a desired
permission to send at a high sending rate on an undersénding rate, while the network can approve, reject or re-
lized path. Before deploying Quick-Start there are maiuce the requested rate. While Quick-Start is designed to
guestions that need answered. However, before tacklmgused with a range of transport protocols, in this paper we
all the thorny engineering questions we need to understathsider its use with TCP. When using Quick-Start, a TCP
whether Quick-Start provides enough benefit to even botteander may advertise a desire to transmi diytes/second
Therefore, our goal in this paper is to start the processinfthe SYN packet. Each hop along the path mgyek-
determining the efficacy of Quick-Start, while also highplicitly approve the rate request in the SYN;)(explicitly
lighting some of the issues that will need to be addressegect the connection’s use of a higher-than-standariainit
to realize a working Quick-Start system. sending rate,i(:) reduce the rate fronX to someX’ or

(4v) do nothing, which implicitly prevents the connection’s

use of a higher-than-standard initial sending rate. Asegmi

i someX' arrives at the receiver, the approved rate is echoed

1 Introduction back to the sender in the ACK of the SYN. The sender can

A fundamental aspect of communication in genere{hen fairly safely transmit a&’ bytes/second. If the re-

purpose, best-effort packet-switched networks is determiiuest is rejected the sender will fall back to standard slow
’ start. As outlined in Section 3, routers supporting Quick-

ing an appropriateending rate. The appropriate sending ; ‘ ired t i iced duri
rate depends on the characteristics of the network path L are not required 1o reserve capact y“promlse” uring
e Quick-Start process. Rather, routers “allocate” aggre

tween the two peers (bandwidth, propagation delay, etdf ; . . ) L
as well as the amount of load being placed on the netw te Quick-Start bandwidth, and this allocation is used by

by competing traffic at the given time. Traditionally, TC € router only in deC‘d‘!"g whether to grant future Quick- .
[21] has used a set of congestion control algorithms for q%t-l?ritredq,ueias' C(r)]nr:ectlons ?rE nqt gtlrjlaralr;tee? the capacit
termining an appropriate sending rate [11]. The rate is cofi- o oo __ (hough steps are taken in the afocation preces

trolled using a congestion windowwnd), which is an up- 1o try to make failure a rare event,

per bound on the amount of unacknowledged data that his paper makes a number of contributions, as follows.
be injected into the network ?% e present the first, if preliminary, well-rounded eval-

TCP's traditional method for determining the capacity (Hation of the efficacy of Quick-Start.i#} While alternate



faster-than-slow-start schemes have been proposed, Quitlour study, and Section 5 illustrates the potential advan-
Start is the first scheme to allow a large data transfer in ttages and disadvantages of Quick-Start. Section 6 dissusse
first round-trip time after connection set-up, explicithyi the handling of Quick-Start Requests by routers. Section 7
volving all nodes along a network path in arriving at an exriefly highlights deployment issues, while Section 8 out-
plicit appropriate sending rateii{) We introduce the notion lines possible vulnerabilities of Quick-Start and dis@&sss
of anti-congestion contral. In other words, Quick-Start only potential mitigations to the vulnerabilities. Finally, Se
provides a quick check to determine whether a network wiibin 9 offers conclusions and future work.
unknown conditions is underutilized (uncongested) and per
mits a large initial sending rate. Quick-Start does not at-
tempt to control the sending rate over the lifetime of a coé— Related Work
nection, but rather yields to standard congestion contnol f
that task. {v) We introduce and explore the notion of ratQuick-Start was first proposed in an Internet-Draft [12].
requests for best-effort traffic.v) Because Quick-Start isThe Internet-Draft provides a protocol specification such
so explicit and inclusive in choosing an initial sendingeratthat implementations can be built and experiments con-
the scheme can serve as a baseline for evaluating alterfgi@ed. In this paper we start the process of exploring the
schemes. efficacy of Quick-Start, concentrating more on the perfor-
This paper represents only a start to the evaluation of fR@nce and algorithmic design rather than on the details of
costs and benefits of Quick-Start. Before Quick-Start codlte Protocol design required to implement Quick-Start.
see wide use, a variety of questions need to be answereg@undarrajan [25] added Quick-Start support to ns-2 and
This paper makes some assumptions that could not be mgRfeducted an unpublished investigation of Quick-Start as a
in the real world; for example, while Section 7 briefly dis¢lass project.
cusses deployment issues such as interactions with middlelhere have been a number of proposals for faster vari-
boxes, IP tunnels, or non-IP queues, we do not address tid¥g of TCP slow-start that do not use explicit feedback
issues in this paper. We investigate web transfers, foc{f@m routers. These mechanisms generally fall into two cat-
ing on medium-sized flows that are shown to get the m&stories: {) using a small volley of data packets to measure
benefit from using Quick-Start, and assume that the T@F® available capacity over a network patha) feveraging
sender is able to determine the desired sending rate for §#ecapacity found by previous or concurrent connections to
Quick-Start request at the time when TCP connection is BB€ Same peer. .
ing established, based on the amount of data that is goir@wn‘tStart [20] calls for starting slow start as usual and
to be sent. We will discuss this issue in more detail latefing packet-pair [15] with the first window of data packets
in the paper. These assumptions are not made to minini@&stimate the bottleneck bandwidth. That estimate is then
the required effort needed to realize a working Quick-Statged to rapidly increase the congestion window before the
system. Rather, the assumptions are used as part ofS@eond window of data is transmitted. While it is not clear
process of understanding the efficacy of Quick-Start befdlgw accurate an estimate would need to be to be useful,
puzzling through the array of details that need nailed dokH Suggests that using packet-pair to determine an aceurat
for a Quick-Start deployment. estimate of the capacity within the first part of a TCP con-
While our conclusion is that Quick-Start's benefits makection is difficult. We also note that accurate bandwidth
it an attractive area for future work we are not convinc&$timation has been a popular recent research topic and that
that Quick-Start would ever be feasible for the global Intel€ schemes to come out of this work have largely required
net. However, many smaller (but, not small) networks thaore than a small handful of packets to obtain accurate es-
are within a single administrative domain—and therefoténates of the path capacity [22].
are not subject to the same concerns present on the globdin€ second class of mechanisms to reduce the length of
Internet—may find Quick-Start to be an attractive mech#ie slow start phase of a connection bases the increase on
nism. For instance, [19] shows that within one particul#t€ assessment of the network path by concurrent or previ-
enterprise typical network utilization is 2-3 orders of ma@Us connections to the same peer. Assume that some TCP
nitude less than the raw capacity of the network and thef@nnection has probed the network path and is using a con-
fore Quick-Start might be useful in better using these ugiéstion window ofX' segments. The essential idea behind
tapped resources. Further, [2] notes that within longydel@is class of mechanisms is that a subsequent connection
satellite networks faster slow start is desirable. which starts right after the first connection might as well
The rest of this paper is organized as follows. Sectiori@verage this information and use an initial congestion-win
compares and contrasts Quick-Start with related work. S8ew of X' segments, as well. Further, if the connections
tion 3 details the Quick-Start mechanism and discusses @€ running in parallel then the connections can share some

sign issues. Section 4 describes the simulation setup ugk¥pal congestion window. TCP Fast Start [18] and the
Congestion Manager [5] are examples of this class of mech-



anisms. Clearly, if a connection starts and there is nohyistoelying on packet drops. In contrast, the Anti-ECN [16]

about the peer this mechanism is of no benefit. and VCP [26] proposals would allow the sender to increase
XCP (Explicit Control Protocol) [14] is a proposal for aas fast as slow-start over an uncongested path, even in the

new congestion control mechanism based on explicit amiddle of a transfer, with routers setting a bit in the packet

fine-grained per-packet feedback from the routers over tieader to indicate an under-utilized link.

course of the entire transfer. XCP is similar to Quick-Start

in that the routers are explicitly involved in feedback oa t i Al

senders’ allowed transmission rates, but the goals of tbelt\BN QUICk Start

schemes are different. While XCP provides a fu"'fbdg?ﬁiuick-Start is a collaborative effort between end hosts and

cong_esno_n control mechamsm, chk-Start,_m SOme SeNJfters. This section describes the details of Quick-Start
provides just the opposite; Quick-Start provides for afbngnd discusses the Quick-Start requirements.
check to determine whether a higher sending rate is allowed.

Quick-Start also requires less new state in routers than XCP ) .
(which makes sense given the magnitude of the tasks edch Quick-Start Processing in End-Hosts

performs). Also, XCP faces some of the same challenggs, Quick-StarRate Requet is initialized by the sender

as Quick-Start (e.g., determining if all routers along Somg the desired sending rate in bytes per second (Bps). The
path support the given mechanism). Quick-Start can alsod@,er also initializes @Quick-Sart TTL to a random value

viewed as complimentary to XCP in that Quick-Start coulghy saves the difference between the initial Quick-Start
be used as part of the startup phase for XCP, allowing alafgff and the initial IP TTL asTTLDiff. The requested
initial sending rate and then transferring control to XGP. F 5t and the Quick-Start TTL are encoded in packet headers
nally, Quick-Start could provide useful data in the investyng constitute the host's request to the network. As dis-
gation of new, fine-grained congestion control mechanisrg§ssed in the next subsection, the routers along the net-
Measurement-based admission control research hasy{8rk path between the sender and receiver alter the Re-
vestigated various algorithms at network nodes for admifzest, as appropriate (see Section 3.2 for details on this pr
ting or rejecting flows, when given some Quality-of-ServiGgss). When the Quick-Start Request arrives at the trans-
requirements (see for example [8]). Quick-Start solves,gyt receiver, the receiver echoes the rate request back to
somewhat similar problem regarding router algorithms o sander along WitHTLDIff’, the difference between
approving Quick-Start requests so that the network Ufiie Quick-Start TTL and the IP TTL, in an option in the
lization stays within acceptable limits. However, whilgansport header. Upon reception of an echoed Quick-Start
measurement-based admission control algorithms are fge Request the sender verifies that all routers along the

signed for implementing soft Quality-of-Service based qy4th have approved the Quick-Start Request by comparing
some target parameters, such as bandwidth or packet iff and TTLDIiff’. If these two values are the same

rate, Quick-Start is a light-weight mechanism specificalljany the request was approved by all routers in the net-

intended for resolving the appropriate sending rate forgyk path; otherwise, data transmission will continue gsin
best-effort flow on an underutilized path. TCP’s standard algorithms.

There are several mechanisms for reserving per\yhen TTLDIiff and TTLDiff’ match. the TCP sender
connection bandwidth along a network path (€.gnhen calculates the appropriatend based on the approved

RSVP [7]).  Quick-Start is lighter weight in that itsending rate and measured round-trip time as follows:
does not guarantee a connection a certain amount of

bandwidth, and does not consider requests for bandwidth cwnd — Rate x RTT 1)
to be used over an extended period of time. However, MSS+H

Quick-Start tries to make sure that Quick-Start rate reﬁueshereRate is the approved rate request in BEST is the

?ere O?;ﬁu?ggfr\;e?ar\gh;gnt;?; dmgtgl:?di (g?:rltl); av?gct)r\ri\écently measured round-trip time in seconblisS is the
9 ' bp maximum segment size for the TCP connection in bytes and

simplier than an explicit reservation system, and we beliel\_/| is the estimated header overhead for the connection in

itis more appropriate for Quick-Start's goal of rate requSDytes. The TCP sender paces out the Quick-Start packets at

for best-effort traffic in underutilized environments. . & .
Other mechanisms for explicit congestion-related feeth—e approved sending rate over the next RTpon receipt
of an acknowledgment for the first Quick-Start packet, the

t.)aCk frqr_n rquters o end-nodes include Explicit Con_ge.F—CP sender returns to ACK-paced transmission.
tion Notifications (ECN) [23], the only current mechanism One of the problems of Quick-Start is that unnecessary

in the IP protocol for explicit congestion-related feedba%r unnecessarily-large Quick-Start Requests can “waste”
from routers to end-nodes. Routers use the ECN field in y-larg q

the IP header to indicate congestion explicitly, instead of !Note that a TCP connection using Quick-Start needs to useea for
paced transmission.




potential Quick-Start bandwidth—even though routers @oapproving or denying a Quick-Start request in more de-
not make guaranteed reservations for the “allocated” barnaii.

width. Routers must keep track of the aggregate bandwidttrinally, as we have alluded to previously, we discuss
represented by recently-approved Quick-Start requestsr@ater algorithms in terms of “allocating” capacity, butrou
that the router does not over-subscribe the available oation of an “allocation” is quite informal. Quick-Start
pacity. As a result, each approved request reduces theters do not in fact reserve capacity for a particular flow
chances of approval for subsequent requests. Ideallyaral then police the usage to ensure that the given flow is
sender should not use Quick-Start for data streams thataoke to use the granted capacity. Rather, the router sim-
not expected to benefit from it, such as those with only a f@ly tracks the aggregate amount of promised capacity in
packets of data to send. The TCP sender should, in theding recent past, in an effort not to promise more than the
also avoid requesting an unnecessarily high sending ratetput link can absorb. If, however, a burst of unexpected
However, it can be difficult for the TCP sender to determinaffic arrives, the Quick-Start “allocations” may prove to
how much data will ultimately be transmitted and therefol® empty promises when the end hosts attempt to use the
to form a reasonable rate request. For example, in requgsinted bandwidth and detect congestion. Because the “al-
response protocols such as HTTP [6], the server does locations” are not hard guarantees that require enforcemen
know the size of the requested object during the TCP hamduters implementing Quick-Start are not required to keep
shake; it hasn't yet received the data request. Once the \aelurdensome amount of Quick-Start state. The required
server does know the requested object, the application ealditional state at routers consists of only a handful of ag-
try to determine the size of the object, and then tell TGffegate measurements.

how many bytes will be sent; the objects are rarely written

to the TCP socket buffers in a single atomic call. Even if th . .

web server went to all of this trouble, with persistent HTT§ Simulation Setup

connections there may still be more data that the web server ) ) )

does not yet know about. Finally, sometimes the app"ég_the following sections we use the ns-2 simulator [1] to ex-

tion cannot even determine the size of an object becauseRIf€ Quick-Start. Unless otherwise noted, the simulation
object is being read from a pipe or some live source. presented in the remainder of the paper use the scenario de-

Section 5.2 we illustrate the problems of not making a re3gribed here.

sonably accurate rate request and offer some strategies fdiVe Use @ network comprised of three routeRs—Rs,
coping. arranged in a chain. The two links between the routers each

have bandwidth of.;,, and a one-way link delay of.,.
Unless otherwise noted,;,=10 Mbps andL;=20 msec.
The routers use drop-tail queuing with a maximum queue
A router that receives a packet with a Quick-Start Rate Rsize of 150 packets.
quest has several options. Routers that do not understarfdor most simulations, web clients and servers are con-
the Quick-Start Request option simply leave the option umected to the ends of the network @& and R3) with ded-
touched, ultimately causing the Quick-Start Request to isated 1000 Mbps links with a mean one-way link delay of
rejected becausETLDIff’ will not matchTTLDiff. Routers 12 msec and a maximum delay of 110 msec. The actual
that do not approve the request can either leave the Quiltkk delays are chosen to give a range of round-trip times
Start Request option untouched, zero the Rate Requesthet roughly matches those from measurements, using the
delete the option from the IP header. Routers that apprgwecess from [10]. A varying number of web servehg,
the rate in the request decrement the Quick-Start TTL a@i@ connected t&; with a corresponding number of web
forward the packet. Finally, a router can approve a rate tighents connected tdz;. The measurements presented in
is less than the rate in the request by reducing the ratefhg subsequent sections refer to the traffic from the web
well as decrementing the Quick-Start TTL. servers connected t8;. We also attaclﬂizE web clients to
Routers should only approve a Quick-Start Request wh&n and % web servers taR3 to provide background traf-
the output link has been underutilized over some recent tifieon the return path. When Quick-Start is enabled, all
period. In order to approve a Quick-Start rate requestfraffic attempts to use Quick-Start. The standard web traf-
router generally should know the bandwidth of the outgfie generator included with ns-2 is used in our simulations,
ing link and the utilization of the link over a recent periodvith the following parameter settings: an average of 30 web
of time. At a minimum, the router also must keep track @lages per session, an inter-page parameter of 0.8, an aver-
the aggregate bandwidth recently approved for Quick-Stage page size of 10 objects. The web object sizes are gen-
Requests, to avoid approving too many requests when mangted using a Paretoll distribution with an average param-
Quick-Start Requests arrive within a small window of timeter of 400 packets and shape parameter of 1.002. We use
Section 6 discusses algorithms that could be used by routé¥d P/1.0-like transactions, with one web object per TCP

3.2 Quick-Start Processing at Routers



——o© Data
---8  Acks

DDDDDDDDD

connection. These parameters, particularly the average ob g
ject size, are not picked to match realistic traffic distribu o
tions, but rather to explore Quick-Start’'s impact on a Wid% o
swatch of connection sizes, as Quick-Start is only effective
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on connections that are larger than TCP’s initial windowg;
We also ran simulations with other web traffic and networ@
parameters, and the observations were similar as discusse
in Sections 5 and 6. Our web traffic simulations are run for
150 seconds, and they were repeated 12 times (with means
reported in this paper). Time (5)
A few simulations make use of a single transfer at a time. .
These simulations use FTP to transfer a file of a given size 1A: & 384 Kbps link and 1-second RTT.
over the network given above with no other traffic present.
Finally, all TCP connections use ns-2's SACK TCP
with an initial cwnd of 3 segments (per [3]), an MSS of
1460 bytes, an advertised window of 10,000 segnfeatsd

the receiver acknowledging each segment.
Our simulation scripts will be released with the final ver-

sion of the paper.
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In this section we explore when Quick-Start is and is not of
1B: a 10 Gbps link and 0.16-second RTT.

benefit. In particular, we consider how to choose the Quick-
Start request size, and the implications of Quick-Start on
Figure 1: TCP Slow-Start (left) vs. Quick-Start (right).

fer in the initial window! The connection using Quick-
| deal Behavior Start completes the data transfer in one round-trip time,
compared to the 12 round-trip times required by the non-

51

In an ideal Quick-Start scenario over an under-utilized n€juick-Start connection. This graph shows both the poten-
work path, the TCP sender would be able to transmit mugsl power and potential danger of Quick-Start. On the one
of its data in the initial congestion window. Figure 1 ilhand, the increase in performance is tremendous. On the
lustrates the ideal Quick-Start behavior by displayingetimother hand, the burst of traffic (even if spread over an RTT)
sequence plots of two connectidngn each case, the firstis also tremendous and could potentially have a large impact

connection is a standard TCP connection that uses sl@-the network.
Figure 2 shows the performance improvement from using

aggregate network traffic.

start to begin transmission (with an initielvnd of 3 seg-
ments after the three-way handshake). In the top graph, théick-Start across a range of file sizes. These simulations
second connection shows a connection where an approyg@ive a simple scenario with capacity set at 100 Mbps,
Quick-Start Request allows the sender to transmit 25 of Wigrious link delays, routers with unlimited buffers, roste
30 data packets in the initial window. When the first aqvilling to allocate 90% of their capacity to Quick-Start re-
knowledgment for data arrives at the TCP sender, the dgtgests and TCP making large enough Quick-Start Requests
transmission continues in slow-start, sending two packeiscover the whole link bandwidth. In each simulation,
for each acknowledgment. The connection using Quicknly a single flow is active. The results show that using
Start completes in just over half the time required by tiguick-Start aids performance — especially for medium-
non-Quick-Start connection. sized transfers that are not much larger than the approved
In the bottom graph, an approved Quick-Start Request ®uick-Start request. The plot shows that Quick-Start is les
1 Gbps in a 10Gbps network allows the TCP sender in theneficial for short transfers (e.g., small web objects), be
second connection to send all of its 10,000-packet tragguse the transfer time is already short without QuicktStar

4For clarity, the connections in these simulations do not Lisgted
Slow-Start [9], which can help high-bandwidth connectidiyslimiting

2This is high enough to make the advertised window a non-issaer

simulations.
3The top scenario was motivated by a GPRS/EDGE wireless stiee number of segments by which the congestion window isased for
one window of data during slow-start.

nario [24].



In addition, Quick-Start’s benefits drop off for long transs granted all of the available Quick-Start bandwidth even
fers, where the initial startup phase is transient and gtedldough the first connection cannot use such a large alloca-
state behavior dictates the overall performance. Thesetien. As a result, the extra allocation is “wasted”, in that
sults are similar to earlier results from Sundarrajan [25ubsequent Quick-Start requests are denied unnecessarily
In general, the optimal Quick-Start behavior occurs with this scenario, 9% of Quick-Start requests are approved
a transfer of N packets, and an initial congestion windaand 220 KBps of data is transmitted during Quick-Start. In
from Quick-Start of N packets as well. In this case, a datse Ideal scenario connections use ideal sizes for the# Rat
transfer oflogs (N + 2) — 1 round-trip times (with an initial Requests and requests are approved more often since there
window of two packets) is reduced to a data transfer ofaae fewer wasted approvals. For the Ideal scenario, 40% of
single round-trip time. Quick-Start requests are approved and 769 KBps are trans-
mitted during Quick-Start, showing the increased ovefall e
fectiveness of appropriately-sized Quick-Start requests

L gl a PRI
§ i o %%%ES pee S f While the Ideal scenario above is preferable, TCP con-
s 871 — 100ms e N nections do not, in general, have enough information to
£ g | _é/e/ \o\u\ make ideal requests. However, there are several ways
% . /o/ °\” systems can cope. First, if an end-host is configured to
g 41, ° understand the maximum capacity of its last-mile hop
ol o ‘ o C bytes/sec, requests could be chosen to be no larger than
5 10 50 100 500 5000 C. Going even further, large web servers could make policy
Transfer Length (KB) decisions to disallow a single TCP connection from request-

Figure 2: Relative improvement with Quick-Start, for a siidg more than some fraction of the access link bandwidth in
g|e flow over a 100 Mbps |ink' with a range of propagati(ﬁ] QU|Ck'Start request. In add|t|0n, a sender could take into

delays. account the size of the local socket bufi€pytes, and the
receiver’s advertised windowl” bytes, when choosing a re-
5.2 The Size of the Quick-Start Request questsiz® Givenan RTT ofR sec! TCP can send no faster

) ) thanmin (S,W) / R bytes/sec (assumind’ is non-zero
We next consider how the sender chooses the Quick-SEf§ usingS otherwise). Finally, and more speculatively, if

request size, and how the size of Quick-Start requests @kapplication informs the sender of the size of a particular
fects the aggregate usefulness of Quick-Start. An idegjiect (when known), sag bytes, the sender could request
Quick-Start request would contain the precise sending rgf@cisely the rate required to transmit the object in a sing|
the connection could use. However, determining SUChR&T, with a request of O+ (0 /M SS)*H) /R bytes/sec for
sending rate is non-trivial and depends on a number of facyiven MSS size and estimated header siz& dfytes. In
tors. A simple Quick-Start implementation for TCP couldyr simulations TCP sender uses this method to determine
send a fixed Quick-Startrequest each time a request is trgfg-size of the Quick-Start request. While these techniques
mitted. This would not be unreasonable for initial Quickio not necessarily provide for an ideal Quick-Start request
Start requests, since in many cases the TCP sender hagag could well provide a more reasonable request than sim-
knowledge about the application or the network path whgg, picking a static rate for all cases.
the TCP SYN segment is sent. When a packet is lost after an approved Quick-Start Re-
To illustrate the problems caused by overly large Quickyest, we call this Quick-Start failure. This situation can
Start requests, we simulate two scenarios of web traffiise for a number of reasons, for instance because a burst
where a new TCP connection is used for each web objg¢traffic arrives at a router immediately after the router ap
transferred. In the Greedy scenario, all TCP connectigfigyves a Quick-Start Request, or because a buggy or bro-
use a static Quick-Start request of 2 MB/sec. In contragbn router simply approves all Quick-Start requests or mis-
in the Ideal scenario, which is admittedly unrealistic,feagg|culates the rate that should be approved. After a Quick-
request is optimal for the amount of data its connection hggyt failure, the TCP sender disregards thend deter-
to transmit. In addition, Quick-Start is not used in the Idegined using Quick-Start, and uses slow-start to opend
scenario if the connection is able to send all data in the stagst as would have happened without Quick-Start.
dard three-segment initialvnd. The simulations use an av-
erage web object size of 60 packets. 5A number of operating systems and applications already setsto
In the Greedy scenario, because all connections uésefigure such information (at least in broad terms) and &odbes not
a large, fixed-size Rate Request requests are genersifyn like an onerous expectation.

granted for only the first connection in each web sessigp, :Zr':sgrflveiﬂdrlggkiéqut‘;eeséégrt,:eagll'gft'isimv;‘fj%ryvem of a cororect

The rOUFer |s_generally Un?\ble to approve requeSts of |at_e'70r, an approximation if the connection has not yet taken &fi IR€a-
connections in each session, because the first conneciioement.




Even in this case, however, the use of Quick-Start should

_ not affect the utilization and loss rates over paths that are
Because Quick-Start requests are only approved w under-utilized, because in these scenarios Quick-Star

the output Iin_k is significantly underutilized, Quick-St_tz?lrrequestS should not be approved by the routers.
S.hOU|d have little effect on the Iong-te_rm aggregate lH+|IZ. Figure 3 shows the overall utilization and aggregate drop
tion and drop rates on a link. In particular, when link Utiz3ie5 with and without Quick-Start, as a function of traffic
lization is high, ro_uters shquld not approve _chk-S_tan "ad on the 10 Mbps shared link. For each web session,
quests; thus, Ql_chk_-Start_ is not a mechanism demgnec{ﬁgre are also ten ftp tranfers of a hundred packets each,
helpa router maintain a high-throughput low-delay state Qfhrting at random times. This traffic mix was chosen to give
the outpu_t link. In Section 6 we study methods for routefﬁany large Quick-Start requests, as something of a worst-
for choosing whether to approve Quick-Start requests, kg’ scenario, to increase the chances of finding a scenario
how much capacity to grant each request. We also illustrgigere quick-Start packets interfere with the throughput or
the implications of using Quick-Start when the router is nisq 1ates of other traffic on the link. As shown in the fig-
significantly under-utilized. ure, the link utilization and drop rates are largely indepen
dent of whether or not Quick-Start is employed. The line

5.3 Aggregate Impact of Quick-Start

2 s labeled “QS Bandwidth” in the top graph of Figure 3 shows
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Figure 4: Comparison of drop rates of regular TCP flows

Figure 3: Comparison of utilization and drop rates with anhen half of the flows either has Quick-Start enabled or
without Quick-Start, with a 10 Mbps shared link. disabled, with a 10 Mbps shared link.

For the traffic models used in this paper, the amount ofFigure 4 shows packet loss rates for a scenario using
data requested by a user is independent of whether Quigkly web traffic, for the following three simulationss) (
Start is used, and independent of the fate of the Quick-S@ttTCP flows use Quick-Startj#) 50 % of the TCP flows
requests. While the use of Quick-Start or particular allase Quick-Start and4;) none of the flows use Quick-Start.
cations from the routers will have an impact on the tinféor simulation {i) the plot shows the drop rate for the
required for particular transfers, the aggregate amount@idick-Start and non-Quick-Start flows separately. Addi-
data requested is not affected. Given this model, althouginally, the graph shows the fraction of approved Quick-
the use of Quick-Start might be of great benefit to the iStart requests for simulation)(to give a feel for the actual
dividual user, Quick-Start should have little effect on th@uick-Start usage. The figure shows that the use of Quick-
long-term aggregate link utilization or packet drop rates. Start does not have a significant effect on the packet loss

However, an alternate traffic model is possible, where thages regardless of the amount of traffic attempting to use
successful use of Quick-Start would increase the amountdick-Start. The packet loss rates have a clearly incrgasin
data sent and received by each user. For example, usensd as the number of web sessions is increased. In addi-
could have a fixed amount of time available for using th®n, as the loss rates increase we note that the likelihood
network, rather than a fixed amount of data to send and o¢-Quick-Start requests being approved decreases (as ex-
ceive. In this case, the use of Quick-Start could result in pacted, since Quick-Start is to be used in non-congested net
increase in aggregate utilization in under-utilized scsa works). Based on these simulations, Quick-Start does not



seem to be harmful to competing traffic in the network (resize the use of Quick-Start bandwidth by the end-nodes.
gardless of whether the competing traffic uses Quick-StaExtreme Quick-Start is introduced as a point of compari-
Figure 5 shows per-connection performance of all trafen and not as a proposal for the way routers should handle
fic in a simulation with three web servers. Each point dQuick-Start.
the plot represents the duration of a single connectiotn wit
the point type indicating whether Quipk-Stgrt isused. Th®1 PBasic router algorithms
top plot shows the results from a simulation run over a
10 Mbps link while the bottom plot uses a 100 Mbps linkQuick-Start requests represent an increased packet groces
For medium to large transfers the plots show that Quidkg burden for routers, and this could result in an increased
Start improves performance — by a factor of 2-3 in ma®ynd-to-end delay for packets with Quick-Start requests.
cases, with larger savings over the higher bandwidth pafierefore, it is important that the algorithm for procegsin
The transfer duration shown in the figure includes the tintiee Quick-Start requests at routers be as efficient as possi-
for the SYN exchange. These plots show that even thouya, with a small memory footprint.
the overall bandwidth usage and drop rates are similar withTo know if there is sufficient bandwidth available on the
and without Quick-Start, the use of Quick-Start increasestput link to approve a Quick-Start request, the router
per-connection performance. needs to know the raw bandwidth and have an estimate of
the current utilization of the link. The router also has te re
10 Mbps member the aggregate bandwidth approved for use by end
hosts in the recent past to avoid approving too many re-
o Regular TCP _ . . .
X Quick-Start guests and over-subscribing the available capacity. Bhat i
wo o the router has to keep a small amount of new state about
° w oo the aggregate traffic (and, no per-flow state). In this sec-
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B R0 R R Romodtecn i X tion we consider the algorithms used by routers to process
: Quick-Start requests for point-to-point links; algorithfor
multi-access links are left as future work.
2000 5000 10000 20000 50000 100000 200000 The first router design choice concerns the router’s
File size (Bytes) method for estimating the recent link utilization. There
are a range of measurement and estimation algorithms from
100 Mbps which to choose, including alternatives for the length @f th
measurement period. We discuss two methods for estimat-
wmo o ing the link utilization, the moving average and measuring
awoamoo the peak utilization. Developing and assessing alterrate a
: Covone gorithms is an area for future work.
¥ XX X X000 o T The moving aver age estimation technique uses a stan-
1 dard exponentially weighted moving average to assess the
g E— ‘ : : : : : utilization over the recent past. This scheme was origynall
2000 5000 10000 20000 50000 100000 200000 used for Quick-Start in [25]. We defirié(t) as the utiliza-
Fle size (Bytes) tion at timet, M (t) as the link utilization measurement at
Figure 5. Per-connection performance with and withotiine ¢, § as the interval between utilization measurements
Quick-Start, with 10 Mbps and 100 Mbps shared links amhdw as the weight for the moving average. The utilization
three web sessions. is defined as:
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6 Router Algorithms
We note that the weight should depend on the internva|

This section discusses several possible Quick-Start algo-that the utilization is estimated over the desired irerv
rithms for routers to use when considering Quick-Start ref time.
guests. We start with a basic algorithm that requires mini-With peak utilization estimation, the router measures the
mal state, and proceed to an extreme Quick-Start algorithnk utilization over the most recenV time intervals, and
that keeps per-flow state for approved Quick-Start requestdkes the highest of th& measurements as the current link
It is desirable for routers to be able to process Quick-Statilization. Thus, if each time interval isseconds, then the
requests efficiently. At the same time, the Extreme Quigseak utilization method takes the peakecond link utiliza-
Start algorithm explores the ability of adeal router to tion measurement over the most recdhk s seconds. The
selectively approve Quick-Start requests in order to magpieak utilization method reacts quickly to a sudden increase



util _bw = bandwidth * utilization;
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In addition to the two methods for estimating link uti-
lization, we consider how to decide whether to approve
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a given Quick-Start request and how much capacity to 8 -
grant in an approval. This process relies on knowieg - © | | —° TARGET:09
cent_gs_approvals, the aggregate bandwidth promised in § g | © TARGET: 0.85
. . S Q --A TARGET: 0.65

recently-approved Quick-Start requests — ideally over ac © |
time interval at least as long as typical round-trip times fo S 9 |

. . . . . © — :
the traffic on the link. If the time interval for this assessine | S e S R S
is too small, then the router forgets recent Quick-Start ap-° _ FRes g ¢ g |
provals too quickly, and could approve too many requests, S =" I ‘
thus over-subscribing the available bandwidth. On therothe 0 20 40 60 80 100 120
hand, if the time interval is too large, the router errs on Web sessions
the conservative side and remembers recent Quick-Start ap- Figure 7: Evaluation of Target algorithm.

provals for too long. In this case the router counts some

of the Quick-Start bandwidth twice, in the remembered re-

guest and also in the measured utilization, and as a regu#tph shows the fraction of Quick-Start Requests approved.
may deny subsequent Quick-Start requests unnecessdrilyally, the bottom plot shows the fraction of Quick-Start
Unless otherwise noted, we compueent_gs_approvalsas failures. We note that the fraction of failures for the Tar-
the aggregate Quick-Start bandwidth approved in the mgst algorithm is relatively small (less than 1% in all cases
recent two 150-ms intervals, including the current intérvatested).

TheTarget algorithm, given in Figure 6, approves Quick- Figure 8 compares the moving average and peak utiliza-
Start requests only when the link utilization, including thtion methods for estimating link utilization. The simula-
potential bandwidth use of recently-granted Quick-Stxt itions use the Target algorithm with a 10 Mbps shared link
guests, is less than some configured percentage of the lirlisl ags_thresh of 90%. The top graphs show the fraction of
bandwidth, denoteds_thresh. This gives a router direct Quick-Start requests approved, and the bottom graphs show
control over the notion of “significantly under-utilized”the fraction of approved Quick-Start requests with dropped
When a Quick-Start request is approved, the approved péekets. The moving average simulations were run with a
is reduced, if necessary, so that the total projected litk uange of values for the weight, and the peak utilization
lization does not exceegb_thresh. simulations were run with a range of values for the number

Figure 7 shows simulations with the Target algorithnV of 150-msec intervals over which the peak utilization was
The simulations use a range of values for ¢sghresh pa- chosen. The legend in each figure shows the overall time
rameter in the Target algorithm. In these simulations, therval for the estimation; for the moving average graph,
Target algorithm uses the peak utilization method for edtitis is estimated as the time needed+dr/in(1 — w) mea-
mating link utilization. The top graph of Figure 7 showsurements, where a measurement s taken for each departure
the overall link utilization for each simulation. The miédl from the queue [27].
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Figure 8: Comparison of moving average and peak utilizati@ehanisms.

As Figure 8 shows, the approval rate of Quick-Stamuter efficiency was not a limiting factor. For example, an
requests can be slightly higher with the moving averagatreme Quick-Start router could perform the following ac-
method, but the failure rate is higher also, regardlessef tions:
value for the weightv. The weight controls the time in- e A router could keep track of individual approved
terval over which the link utilization is estimated, but th@uick-Start requests, and note when the Quick-Start band-
moving average method still estimates twerage utiliza- width resulting from that request begins to arrive at the
tion. The moving average does not take into account tteuter (if in fact it does). This allows the router to more ac-
variance of traffic intensity that can be present. A routeurately estimate the potential Quick-Start bandwidtimfro
that does not want even transient congestion should not@sick-Start requests that have been approved but not yet
timate the average link utilization since this will likelgdd used at the end nodes.
to Quick-Start failures. e A router could keep track on the fairness of Quick-

For the simulations with the peak utilization method, oBtart request approvals. If it appears that there are a numbe
the other hand, the Quick-Start failure ratio is generalbf requests that are not approved because earlier requests
lower than with the moving average method. However, thave allocated all of the available Quick-Start bandwidth,
performance is sensitive to the numbBéof intervals used. the router could reduce the rate approved for individual re-
Larger values ofV lead to lower acceptance rates, but alspests in order to achieve better fairness between flows.
to lower failure rates in congested environments. Thisillu It is useful for an Extreme Quick-Start router to know the
trates a potentially tricky balancing act in determining tHRTTs of flows, in order to set the length of the interval for
larger time period over which link utilization is measuredneasuring the arrival rate of packets from a flow after an
and in determining the interval for assessing peak utitrat approved Quick-Start request. There are a number of tech-

within the larger time period. nigues for routers to estimate flows’ RTTs [13]. In the anal-
ysis below, we assume that the Extreme Quick-Start router
6.2 Extreme Quick-Start in routers implements a reliable method for evaluating RTTs.

For each flow, an Extreme Quick-Start router estimates
We use the termExtreme Quick-Sart for a Quick-Start the number of bytes expected to arrive in the Quick-Start
router that maintains per-flow state about Quick-Start ighase, based on the approved rate request and the estimated
quests, and the terBasic Quick-Start for a Quick-Start RTT. The Extreme Quick-Start router also maintains the
router that does not maintain per-flow state, but follows th@imber of received bytes for each flow. From this infor-
algorithms in the section above. While not necessarily reglation the router can compose a detailed estimate of cur-
istic in practice, with Extreme Quick-Start we can analyzently unused Quick-Start bandwidth, and therefore is able
how much Quick-Start performance could be improved if
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(or easily guessed) by the router, and the router can accu-

e rately setrecent_gs_approvalsto roughly match the round-
2 trip time (100 msec). In these simulations, Basic Quick-
5 © | g Start uses the Target algorithm with the peak utilization
g : | /9/‘?/ method. From the top plot we see that the link utilization
> z // is nearly the same regardless of whether basic Quick-Start
S -8 —o Extreme QS or Extreme Quick-Start is employed. However, the bot-
S | ‘asﬁsg | | | - ?S ‘ tom figure shows that the fraction of bytes transmitted using
0 10 20 30 40 50 Quick-Start is slightly greater when Extreme Quick-Staurt i
Web nodes used by the router to track each allocation in detail. This
o scenario is certainly not typical, but there could be some
. : : o Buemeqs initial Quick-Start deployment scenarios, such as in kit
2] g Intranets, where there is a limited range of RTTs, and also
237 b where the traffic and network characteristics could be accu-
g o ’\o\ rately configured. The figure shows that in such conditions,
3;% = \\\\ with carefully tuned parameters, it is possible to achieve
. B e nearly the same performance with basic Quick-Start as with
S w w w w w Extreme Quick-Start.
0 10 20 30 40 50

Web nodes

As a point of contrast we changed the computation of
recent_gs_approvals to include the most recent two 1.5-

Figure 9: Basic Quick-Start and Extreme Quick-Start Wiflacond intervals, to investigate Extreme Quick-Start & th
a highly-tunedecent_gs approvals parameter.

context of a basic Quick-Start router that does not have
a “typical” RTT and therefore chooses a conservative set-

3 DD ting (i.e., this setting results in few Quick-Start failare
——o Extreme QS . .

g2 34 -8 Qs but also fewer Quick-Start request approvals). Figure 10
g, % P shows Quick-Start traffic as a fraction of the total amount
< o ol e . . .
P \/ \ . of data transmitted. The figure shows that the fraction
z°] ° - \\o/o\ of bytes sent during the Quick-Start phase of the connec-
&S el S tions is greater when using Extreme Quick-Start. This-llus

. R B . trates Extreme Quick-Start’s power in terms of more closely

0 10 20 30 40 50 tracking resources so that more requests can be approved.

Web nodes

Therefore, Quick-Startinvolves less wasted capacitgyall

Figure 10: Basic Quick-Start and Extreme Quick-Start witR9 more Quick-Start requests to be approved. The differ-
a conservativeecent_gs_approvals parameter.

ence between basic Quick-Start and Extreme Quick-Startin
this figure is larger than the difference shown in Figure 9
due to the more conservative setting for the lengthieof

to more accurately establish how much bandwidth is avaint gs approvals. In this simulation the link utilization

able for new rate requests. As Basic Quick-Start does Rg{h Basic Quick-Start and Extreme Quick-Start was also
track per-flow state but only maintains aggregate informgearly identical.

tion, Basic Quick-Start is more conservative in its estima-
tion of the available bandwidth. After the initial window
of data has arrived at a router, there is a period of time  Deployment | ssues

where some data is counted twicegent_gs approvals ac-
counts for bandwidth that has been promised for Quickhe previous sections have shown that Quick-Start has
Start requests, while the packets that have arrived are asme potential to increase performance without signifi-
accounted for in the link utilization. Extreme Quick-Startantly impacting competing traffic. We next turn our atten-
aims to remove this overlap, resulting in both a higher aten to several practical issues that must be addressedhefo
ceptance rate for the Quick-Start requests, and approivala avorking Quick-Start system could be realized. Although
higher Quick-Start bandwidth. we discuss the issues from Quick-Start’s perspective, many
We use two examples to illustrate the difference betweefthe issues are more broadly applicable.
Basic Quick-Start and Extreme Quick-Start. Figure 9 com-Chickensand Eggs. Quick-Startis only of use when itis
pares Basic Quick-Start and Extreme Quick-Start for sctpported by both end systems and all the routers along the
narios with a small range of RTTs (80—-120 msec), withath. This leads to the “chicken-and-egg” deployment prob-
the assumption in this scenario that the RTTs are knolem, that there is little incentive to being the first node¢s d
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ploy Quick-Start. Because of the incremental-deploymeBt Attacks on Quick-Start
problems, we expect that initial deployments of Quick-Star
would happen within networks or Intranets with centraliz
control, where hosts and routers both have an interestin ydl Threats
ing performance.
I nteractionswith Middleboxes. There are middleboxesQUick-Start is vulnerable to denial-of-service attacksal
in the current network that drop packets containing knoW0 vectors: {) increasing the router’s processing and state
or unknown IP options [17]. This could cause delay@ad and (i) using bogus Quick-Start requests to tem-
for connections using Quick-Start, as packets containiﬁ@rar”y reduce the available Quick-Start bandwidth. 8inc
Quick-Start requests would have to be retransmitted with&QUick-Start requests represent a potential processing bur
the request. Again, one consequence is that initial depl@{gn for routers, a storm of requests may cause a router’s
ments of Quick-Start may be in controlled environment§ad to increase enough to affect legitimate traffic. Given
where it is known that packets with Quick-Start optiori§€ processing burden imposed by Quick-Start, this could
would be forwarded. well be worse than a simple packet flooding attack. A sim-
Non-IP Queues. A further deployment issue concerngle limit on the rate at which Quick-Start requests are con-
the possibility of non-IP queues along a path. A routéidered (with a policy of ignoring requests sent in excess
should not approve Quick-Start requests if it cannot reff this rate) mitigates this attack on the router itself. He t
ably determine the link utilization all the way to the nex§ase of Extreme Quick-Start another problematic aspect of
IP hop. What this would mean, in practice, when there dsStorm of packets is the memory requirement to track bo-
an Ethernet switch, an ATM cloud, or other non-IP que@!s “connections”.
between the IP router and the next-hop IP router is left asThe second type of attack, an attack on the available
future work. Quick-Start bandwidth, is more difficult to defend against.
Tunnels. IP tunnels are a challenge for a mechanism tH&tthis attack arbitrarily large Quick-Start requests aets
requires processing at every router. Some tunnel implemBlthe attacker through the network without any further data
tations that do not know about Quick-Start might encapsfansmission. With a relatively low-rate stream of packets
late a packet without decrementing the inner IP TTL fiellis can cause a router to allocate capacity to the attacker
first at the tunnel ingress. As a result, a seemingly-vafiéd thus temporarily reduce the amount of capacity that can
Quick-Start Request with an unchangeeLDiff is carried be allocated to legitimate Quick-Start users. Note that the
in the inner header, while the outer header most likely dodiéack does not actually consume the requested bandwidth
not carry a Quick-Start Rate Request. If the tunnel egrédid therefore the performance of competing connections is
decapsulates the packet without modifying the inner |P T10 Worse than connections that simply don’t make use of
field or otherwise rejecting Quick-Start, it is possibletth&uick-Start. Hoever, these attacks are particularly diffic
the Quick-Start Request would be falsely approved. TR defend against, for two reasons. First, the attack packet
problem would be shared by any protocol that requires pf&p not have to belong to an existing connection to do dam-
cessing at every router (e.g., XCP), and also presents a &#f- And, second, since the attack just involves a Quick-
sideration in the design of future tunnel protocols. Start request traversing the network path in one direction
The difficulties of incremental deployment and the prol@nly to trigger bogus allocations, a response is not require
lems of middleboxes, coupled with the potential progherefore, spoofed source addresses are a possible aggra-
lem of attacks on Quick-Start bandwidth discussed in S&@ting factor for both hiding the location the attack is erig
tion 8, suggest that Quick-Start could remain in controlldg@ating from and causing a simple blacklisting defense to
networks for quite some time, where the incrementdgil-
deployment barriers are reduced, the range of middleboxe&n additional problem with Quick-Startis that legitimate
is under more control, and attack traffic can more easily fauests could well cause the same impact as attack packets.
monitored and controlled. In addition, in such a controlldgonsider a Quick-Start request for ratethat is approved,
environment, it is likely that all of the routers along a pa@,nd therefore considered “allocated”, by the first router in
would support Quick-Start, reducing the problem of Quickde path. Now assume the same request hits a downstream
Start requests that are denied simply because of routers fRHter that reduces the rate to sofideless thank (maybe
are not Quick-Start capable. It is even possible that Quidken to zero) for whatever reason. In this case, the first
Start would remain a mechanism largely for use in coFRuter has allocated some amount of Quick-Start capacity

trolled environments, and would never see ubiquitous dgat cannot be given to subsequent Quick-Start users be-
ployment in the global Internet. cause of the conditions elsewhere in the network. From the

vantage point of the first router, this is similar to the dttac
described above in that capacity allocated for Quick-Start
goes unused, while the router’s ability to approve further
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Quick-Start requests is reductddne possible use of Ex-the routers could not to reduce the rate, but could reject the
treme Quick-Start to allow routers to reduce Quick-Start rese of Quick-Start for the flow. Also, during this second
guests from senders that have in the past used only a fracpass the routers could change a “provisional” allocatiom in
of their approved Quick-Start bandwidth. a “confirmed” allocation. As above, this mechanism could
In addition to Denial of Service attacks, a simple impldse used to reduce the problem of downstream rate reduc-
mentation of Quick-Start could be vulnerable to cheating lbigns that invalidate an upstream router’s estimate of-allo
routers or by end-nodes. Non-conformant routers or hostged Quick-Start bandwidth. In addition, this mechanism
might try to modify Quick-Start messages to benefit partisrould reduce the impact of spoofing senders; if the rate
ular connections. For instance, a receiver could incrdasegiven in the second pass is larger than the rate approved
rate given in an arriving Quick-Start Request before echwy the router from the first pass then the request will not
ing it back to the sender, in an effort to increase the connée- confirmed by the router, and the router could update its
tion’s performance. Similarly, a router close to the sendestimate of allocated Quick-Start bandwidth. A malicious,
and acting on the sender’s behalf (a “performance boostartin-spoofing sender would still be able to request Quick-
could increase the approved sending rate and/or adjust $it@rt bandwidth without using it. However, this is a more
reportedTTLDIff’ from the receiver to match the originatractable case since a non-spoofed sender would be identi-
TTLDIff in an effort to mask the network’s lack of Quick{fiable, and therefore policy could be applied to its traffic.
Start savvy. Mitigations for these and other attacks are disFinally, a nonce can be used to catch receivers trying to
cussed in the next section. We also note that such cheatiaghe Quick-Start. Suppose that the rate in each request is
would risk hurting instead of helping performance; lyingncoded inV bits in the packet header, allowing 2t — 1
about the size of the approved rate request could endrafes to be encoded. Now, suppose a nonce field of length
causing packet drops for Quick-Start packets, resultiray inY x (2 — 1) is included in the request and initialized
slow-start for the connection in question. to a random value. For each decrement of the rate from
Y toY — 1, a particular X-bit portion of the nonce would
be overwritten by a random value. As an example, a 4-
bit encoding of the rate request could take on 15 non-zero
In some sense, a number of the problems described ab@es. A minimum sized nonce would be 15 bits in length.
are fundamental to a lightweight system that does not k&hen a router decremented the request from 15 to 14, the
quire authentication of requests or per-flow state at alesodouter would set the first bit in the nonce field to a random
in the network path. For instance, when a router observegadue; similarly, a router decrementing the request from 14
SYN packet with a Rate Request, how is that router to kndev 12 would set the second and third bits of the nonce to
if this is a spoofed packet or a legitimate request to esthblrandom values. The receiver would echo back the nonce
a connection with a larger-than-standard sending rate? to the sender in its reply to the rate request. The sender
A first mechanism to mitigate the problems might be favould then be able to verify that the reported rate request
senders to advertise their sending rate during the roupd-trorresponded to the unchanged portions of the nonce. The
time after a valid Quick-Start request. With a small amounonce would largely prevent receivers from lying about the
of per-flow state, this could allow routers to adjust their noate that arrived. Even if the receiver knows the origintd ra
tion of the amount of Quick-Start capacity that has beeaquest (which is not a given), the chances of the receiver
“allocated”. In other words, if a flow requested and was aperrectly guessing the original nonce to “prove” that thie ra
proved forR; bps ata given router and then advertised somas not reduced below that in the network wouldkex S
R> bps as their sending rate, the router could decreasefitsa rate that was reducefisteps in the network.
record of “allocated” Quick-Start bandwidth by, — Rs. None of the above mechanisms remove the fundamental
This would mitigate the problem of overly large requestension between having a lightweight scheme to determine
consuming Quick-Start resources they will not be able ifoa network path can support an increased sending rate on
use due to downstream limits. the one hand, and having a scheme that is immune from ma-
Another possible addition would be of a “two pass” strudicious behavior on the other. However, some combination
ture. In this scheme, a first request would be sent as usoéthese schemes may well offer enough mitigation to make
Assuming a valid rate® is returned, the sender could the@uick-Start practical in some production networks (even if
send a second request for ratethrough the network for notin the Internet itself). The particulars of making the-sp
verification (and tagged as such). During this second pagf& engineering tradeoffs to design these mechanisms are
left as future work.

8.2 Mitigations

8At first glance, allowing the router to watch the Quick-Stagponses
offers more information. However, due to asymmetric ragitive cannot
assume that a router will see the Quick-Start responsesdditian, an
arbitrary router has no way to tell if tHETLDiff’ in the response is valid
and therefore whether the sender will ultimately make ughefesponse.
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9 Conclusions and Future Work

In this paper, we explore a mechanism &otti-congestion
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