INTERNATIONAL COMPUTER SCIENCE INSTITUTE

1947 Center St. e Suite 600 o Berkeley, California 94704-1198 e (510) 666-2900 & FAX (510) 666-2956

Controlling High Bandwidth Flows at
the CongestedRouter

Ratul Mahajan* and Sally Floyd*
AT&T Centerfor Internet Reseach at ICSI (ACIRI)

TR-01-001

April 2001

Abstract

FIFO queueings simplebut doesnot protecttraffic from flows thatsendmorethantheir shareor flows
that fail to useend-to-endcongestioncontrol. At the other extreme, perflow schedulingmechanisms
provide max-minfairnessbut are more comple, keepingstatefor all flows going throughthe router
This papemproposefRED-PD(RED with PreferentiaDropping),a flow-basednechanisnthatcombines
simplicity and protectionby keepingstatefor just the high-bandwidthflows. RED-PD usesthe paclet
drop history at the routerto detecthigh-bandwidthflows in timesof congestiorand preferentiallydrop
pacletsfrom theseflows. This paperdiscusseshe designdecisionsunderlyingRED-PD,and presents
simulationsevaluatingRED-PDin arangeof ervironments.
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1 Intr oduction

The dominantcongestion-contrgbaradigmin the Internetis

oneof FIFO (First In First Out) queueingat routersin com-
bination with end-to-endcongestioncontrol. FIFO queue-
ing is simple to implement,and becauset involvesno re-

quirementsgfor arny uniformity of paclet queuing,dropping,
and schedulingin the routersalonga path, it is well-suited
to the heterogeneitanddecentralizedhatureof the Internet.
But FIFO schedulingprovides little protectionfrom high-

bandwidthflows that consumea lot of bandwidthat the ex-

penseof other flows at the router Thesehigh-bandwidth
flows can be flows with small round-trip times, or worse,
flows not usingend-to-endcongestiorcontrol. During times
of congestionit is importantto control the high-bandwidth
flowsto improve the performancef therestof thetraffic.

At the otherextreme,perflow schedulingmechanismgro-
vide max-min fairness,but keep state(someof them even
keepseparatequeues)for all the flows. This is an unnec-
essarilycomplex solution, particularlyfor besteffort traffic,
wheremostof the flows going throughthe routerare small
Webmice.

This paperaddressesnly best-efort traffic, and doesnot
considettraffic protectedoy QoSmechanismsuchasDiffer-
entiatedServices.The vastmajority of the best-efort traffic
in thecurrentinternetusesconformanend-to-enadongestion
control (i.e., TCP). However, thereis substantiabgreement
that additionalmechanismsre neededat routersto protect
theInternetfrom “misbehaing” flows thatdon't useconfor
mantend-to-endcongestiorcontrol.

In this paper we presentRED-PD (RED [FJ93 with Pref-
erentialDropping),a light-weightmechanisntombiningthe
simplicity of FIFO with someof the protectionof full max-
min fair techniques RED-PDachievesthis by keepingstate
for the high-bandwidthflows only. We call this partial flow
state

RED-PDis intendedo operatdn anervironmentdominated
by end-to-endccongestiorcontrol. Whenthereis congestion
attherouter RED-PDwould controlthethroughpubf high-

bandwidthflows. Thesehigh-bandwidtHlows couldbe TCP

flows with shortround-triptimes, or misbehaing flows not

usingend-to-endcongestion-controlThus,in timesof con-

gestiorRED-PDactsasaprotectiormechanisnattherouters
for therestof thetraffic.

RED-PD identifies high-bandwidthflows and controls the
throughpubof theseflows usingpreferentialdropping.RED-
PD’s identificationmechanismis basedon the RED paclet
drop history  The paclet dropsfrom active queuemanage-
mentarea reasonably-unbiaseshmpleof theincomingtraf-
fic, andat the sametime represenflows thathave beensent
congestionndicationsby therouter If aflow hasmary drops
in the recentpaclet drop history, that flow is alsolikely to

have a high arrival rate[FFT9g. Theamountof drophistory
keptby RED-PDdependsn the drop rateat the routerand
a configurableparametethat specifiesthe target bandwidth
above which flows shouldbe identified. Flows identifiedus-
ing this processarecalledmonitoedflows.

RED-PD probabilistically drops paclets from a monitored
flow at a pre-filterplacedbeforethe outputqueue.Thedrop-
ping probabilityfor aflow is determinedisingtheidentifica-
tion processtself. If a monitoredflow’s arrival rateinto the
outputqueueis morethanthe target bandwidth,the flow is

identifiedagainandits droppingprobabilityis increased.If

themonitoredflow’sarrival rateinto theoutputqueuds much
lessthanthetargetbandwidththeflow’sdroppingprobability
is decreasedRED-PDsuspendgpreferentialdroppingwhen
thereis insufficient demandfrom othertraffic in the output
queue for example,whenRED’s averagequeuesizeis less
thanthe minimumthreshold.
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Figurel: Restricting flowsto atargetbandwidth 7.

Figure 1 illustratesRED-PD’s impact on incoming traffic.
Assumethat flows are identified when their arrival rate is
morethanthe targetbandwidthT, and,whenmonitored,are
restrictedto T if thereis enoughdemandfrom otherflows.
RED-PD hasno effect whenT is sethigherthanthe maxi-
mum arrival rate of a flow. As T is pusheddown, the band-
width obtainedby themonitoredflows will becurtailed.This
reduceshe ambientdroprate,definedasthe droprateat the
outputqueueandenableghenon-monitoredlowsto receve
morebandwidth. Figure1 shaws the bandwidthfor Flow A
restrictedo thetargetbandwidthl’. As T is decreased;lows
B, C andD canreceie increasedandwidthat therouter

In thenext sectionwe discussxisting proposalshatusepref-

erentialdroppingto improve fairnessamongflows. Section3

discussesometrace-basedesultsshaving that controlling
the small numberof high-bandwidthflows can give signifi-

cantcontrolover the bandwidthdistribution to a router Sec-
tion 4 describefRED-PDin detail. In Section5, we evaluate
RED-PDusinganalysisandsimulations.A discussiorof is-

suesrelatedto RED-PDis containedin Section6, and we

concludein Section?.



2 RelatedWork

In thissectiorwe briefly describesomeexisting proposalgor
achieving completeor limited fairnessatarouter

2.1 Schedulingvs Preferential Dropping

Mechanismdgor perflow treatmentat theroutercanbe clas-
sifiedasbasedon eitherschedulingor preferentiadropping.
Sdeduling approacheplace flows in different scheduling
partitions(theremight be morethanoneflow in a partition),
andthe schedulingmechanisndetermineghe bandwidthre-
ceived by eachpartition. In contrast,prefelential dropping
mechanismwary the droppingrate of a flow to control its
throughput.

While schedulingmechanismgenerallyoffer more precise
control than preferentialdropping mechanismsscheduling
mechanismslso generallyhave higher staterequirements.
At the sametime, preferentialdropping mechanismsave

severaladvantage®sver scheduling-basesthemes:

e Preferential dropping mechanisms presere FIFO
scheduling, which is good for low-bandwidth flows
with bursty arrival processes.Schedulingmechanisms
canintroduceunnecessargielaysfor pacletsfrom such
flows.

o Preferential dropping mechanismswork with active
gueuemanagementb limit persistentjueueingdelayat
therouter

e Preferential dropping mechanisms can easily be
amendedto actively punish high-bandwidthflows in
timesof congestiorthat are not using conformantend-
to-endcongestiorcontrol.

Schedulingmechanismgould possibly be modified to ad-
dresseachof theabove issueshut it would make themmore
complex andwe don't know of ary researcteffort that has
attemptedo make theseenhancements.

Figure2 classifiegheexisting approachebasedheir control
approachand roughly placesthem along the continuumof
perflow treatment.The amountof flow statekeptincreases
fromrighttoleft. Approachesvith limited perflow treatment
generallystartwith theidentificationof exceptionalflows for
specialtreatmentwhile approachesvith full perflow treat-
ment are generallybasedon the direct allocation of band-
width.

2.2 RelatedProposals

Floyd andFall in [FF99 briefly discussnechanismsor iden-
tifying high-bandwidthlows from the RED [FJ93 drop his-
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Figure2: A continuum of per-flow tr eatmentat the queue.
Thetopline denotesherangeof possiblepolicies;thesecond
andthird lines shawv the rough placementlong the contin-
uum of proposalghat useschedulingand preferentialdrop-
pingrespectiely.

tory, using CBQ schedulingnechanismso partition misbe-
having and conformantflows in differentclasses.However,
[FF99 did notpresena.completesolution,andthis approach
is limited by the choiceof aggreatescheduling-basehech-
anismsinsteadof the perflow preferentialdroppingmecha-
nismsusedin RED-PD.The RED-PDpaperis in somesense
a successoto [FF99, but usingthe perflow preferential-
droppingmechanismsxploredin FREDandCSFQ.

Thework in thepaperdravsheavily from Core-Stateledsair

Queuing(CSFQ)[SSZ99 andFlow RandonEarly Detection
(FRED)[LM97], two approachethatuseperflow preferen-
tial droppingin concertwith FIFO scheduling. The goal of

CSFQis to achieve fair queuingwithout usingperflow state
in the core of anisland of routers(an ISP network, for in-

stance). On enteringthe network, paclets are marked with

an estimateof their currentsendingrate. A corerouteres-
timatesa flow’s fair shareand preferentiallydropsa paclet
from aflow basedn thefair shareandtherateestimatecar

ried by the paclet. A key impedimentto the deploymentof

CSFQis thatit would requirean extrafield in the headerof

every paclet. Otherdravbacksof CSFQincludetherequire-
mentthat for full effectivenessall the routerswithin theis-

landneedto bemodified.

FRED:is similarto CSFQin thatit uses~IFO schedulingput
insteadof usinginformationin paclet headersFRED con-
structsperflow stateat the routeronly for thoseflows that
have pacletscurrentlyin the queue. FRED was one of the
first proposaldo addpreferential-droppindpr selectedlows
to an ervironmentwith FIFO schedulingand active queue
managemeni T he droppingprobability of a flow depend®on
the numberof pacletsthat flow hasbuffered at the router
FRED'sfair allocationof bufferscanyield very differentfair-
nesspropertiesfrom a fair allocationof bandwidth[SSZ9§.
In addition,theresultsobtainedoy FREDarenot predictable,
asthey dependon the paclet arrival timesof the individual



flows.

CHOKe [PPPO0( is arecentproposalfor approximatingfair

bandwidthallocation.An incomingpacketis matchecagainst
arandompacletin thequeue If they belongto thesameflow,

both pacletsare dropped,otherwisethe incoming paclet is

admittedwith a certainprobability. Therationalebehindthis

schemads thathigh-bandwidthflows arelikely to have more
pacletsin the queue. CHOKe is not likely to performwell

whenthe numberof flows is large (comparedo the buffer

space)and even the high-bandwidthflows have only a few

pacletsin the queue.The simulationsin [PPPOQ shawv that
CHOKe achiereslimited performancefor example,in the
simulationsthe high-bandwidthUDP flows get much more
thantheirfair share.

[PBPSO01]presentsan approactthatis an outgrawvth of both
CSFQand CHOKe. The routerkeepsa sampleof arriv-
ing traffic, and anincoming paclet is matchedagainstthis
sample. The droppingprobability of theincomingpacletis
determinedy the numberof pacletsin the samplefrom the
sameflow. Thisis a simultaneousut independentvork that
is still unpublished(Our commentsarebasedn discussions
with oneof theauthors.)

Stochastid-air Blue (SFB) [FKSS99 doesnot useperflow

state put relieson multiple levelsof hashingo identify high-

bandwidthflows. As the authorsstatein their paper the

schemavorkswell whenthereareonly afew high-bandwidth
flows. In thepresencef multiple high-bandwidtHlows SFB

couldendup punishingeventhelow bandwidthflowsasmore
andmorebinsgetpolluted.

Therehave beenother papersdealingwith controlling high
bandwidthflows. SRED[OLW99] and LRU-RED [SRO01]]

rely on a cacheof recentlyseenflows to determinethe high
bandwidthflows. The schemepresentedn [AT99] drops
pacletsbasednthebuffer occupang of theflow, andERUF
[AR99] usessourcequenchto have undeliverablepaclets
droppedatthe edgerouters.

3 Why a Partial Flow State Approach
Works?

In this sectionwe presentraceresultsthatjustify our belief
that approachedike RED-PD that keepstatefor only high
bandwidthflows canbe effective. The tracesthatwe exam-
ined shav the sameresultsfound by others,e.g. [CMT98],

thata smallfraction of flows areresponsibldor alargefrac-
tion of the bandwidth. We also shav that identifying and
preferentiallydroppingfrom this small numberof flows can
be a powerful tool. Giventhe skewed distribution of band-
width, controllingthe bandwidthobtainedby this smallnum-
berof flows givessignificantcontrolto therouter, enablingit

to bring down the ambientdrop raterate,andin turn leading
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Figure4: Skewednes®ver smaller time scales.

to higherthroughpufor otherflows.

Figure3 shownsresultsfrom aone-hourlongtracetakenfrom
UCB DMZ in August2000. The graphshows the fraction
of flows responsibldor a givenfractionof bytesandpaclets
in thetrace. A flow hereis definedby the tuple (sourcelP,
sourceport, destinatiorlP, destinatiorport, protocol).A flow
wastimed out if it wassilentfor morethan64 secondgthe
resultswith differenttimeoutvaluesare similar). It is clear
from the graphthat a mere 1% of the flows accountedor
about80% of the bytesand64% of the paclets. About 96%
of the bytesand 84% of the pacletscamefrom just 10% of
theflows. Thesenumbersaresimilar to thoseobtainedfrom
NLANR [NLA], andto otherresultsreportingon the heavy-
taileddistribution of flow sizes.

The graphin figure 4 plots the sameinformationfor much
shortertime windows. This shavs the fraction of flows re-
sponsibleor a givenfractionof bytesandpacletsin a given
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Figure5: Predictive nature of bandwidth usage.

time intenal. We can seethat the skewednessholds not
only for longtime periodsbut alsofor smallertime windows,
scalesat which identification-basedairnessapproachesire
likely to identify the high-bandwidtHlows.

Another important property for an identification basedap-
proachto be successfuls thatthe identified high-bandwidth
flows in a given interval shouldbe a good predictorof the
high-bandwidthflows in the succeedingnterval. Figure5
plotsthe fraction of bandwidthconsumedn the subsequent
interval by flows which accountedor a particularamountof
bandwidth(z-axis)in the currentinterval. For example from
thegraphin Figure4 we canseethatin 5-secondnterval, 1%
of the flows sentcloseto 50% of the bytes. Figure5 tells us
thattheseflowswereresponsibldéor 36%o0f thebandwidthin
the next 5-secondnterval. If anidentification-basedcheme
wereto identify andrestrictjust this smallfraction of flows,
it would save a fair amountof bandwidthfor otherflows.

4 RED-PD

Therearetwo componentén RED-PD:identifying the high-
bandwidthflows, andcontrolling the bandwidthobtainedby
theseflows. The next two subsectionsliscusseachof them
respectiely.

4.1 Identifying High Bandwidth Flows

RED [FJ93 (RandomEarly Detection)is a queuemanage-
mentalgorithmthat randomlydrops (or marks) pacletson
detectingincipientcongestion.SinceRED dropsareproba-
bilistic, and not the resultof a buffer overflow, they canbe
taken as randomsamplesof the incoming traffic [FFT9§.
RED-PD usesthe RED drop history to identify flows send-

ing more than the configuredtarget bandwidth. The name
RED-PDis somethingof a misnomerasRED-PDis in fact
not specificto RED, but canbe usedwith ary active queue
managemennechanisnmhatdistributesdropsfairly.

A routerwith no limitationsin termsof memoryor CPU cy-

cles could identify high-bandwidthflows by calculatingdi-

rectlythearrival ratefor eachflow overagiventime interval.

However, realroutersdo have limitationsin termsof memory
or CPUcycles,andkeepingsucha completdist of thearrival

rateattherouterfor eachflow is notnecessary

Thepaclketdrophistoryis areasonablyandomsampleof in-
comingtraffic, andprovidesa cheapmeandor identification.
A flow with moredropsin thehistoryis verylikely to have a
highersendingrate. At the sametime, the drop history rep-
resentdlows that have beensentcongestiorsignals. Thus,
RED-PDusegacletlosssamplego roughlyestimatehear
rival rateof aflow andto confirmthattheidentifiedflow has
in factrecevedlossevents.

Now, we definethe target bandwidthabove which the flows
shouldbeidentified,anddescribehow we restrictidentifica-
tion to high-bandwidthflows. The taget bandwidthis de-
finedasthebandwidthobtainedby arefeenceTCPflowwith

thetargetround-triptime R andthedropratep atthe output
gueue.

Let f(r, p) denoteheaveragesendingatein pkts/sof aTCP
flow with a round-triptime r» anda steady-stat@aclet drop
ratep. Fromthe deterministicmodelof TCPin [FF99, we

have:
V1.5
f(r,p) = :
P
Reasongor choosingthis equationinsteadof the morepre-
ciseonegivenin [PFTK9§ arediscussedh AppendixA.

1)

RED-PD5 goalis to identify flows thataresendingat a rate
higherthanf (R, p), thesendingateof thereferencel CP. In
thedeterministianodelof periodicpacletdrops,a TCPcon-
gestionepochcontainsexactly one paclet drop, and there-
fore containszl—) paclets. Hence the congestionepod length
CL(r,p) of aTCPflow with RTT r anddropratep is

1 T

CL(rp) = frp)p ~ VIop

)

seconds.

Flowssendingataratehigherthanf (R, p) will have,onaver
age morethanonedropin C L(R, p) secondsgivenasteady-
statepacletdropratep. RED-PDmaintainsthe paclet drop
historyover K x CL(R, p) secondsfor somesmallinteger
K, andonly identifiesflows with K or more dropsin this
history,

Insteadof keepingthe drop historyasa singlebig list, RED-
PD partitionsthe history into multiple lists containingdrops
from consecutie intervals of time. RED-PDkeepsM lists,



wherethelengthof alist is

SCL(R,p) = ©
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secondslInsteadof identifying flows with K or morelosses
in a history of K x CL(R,p) secondsRED-PD identifies
flows with lossedn atleastK of M lists. Becausef theuse
of multiple lists, flows with lossesconcentratedn only one
or two lists arenotidentified.

Thereare several reasonswhy a flow might have multiple
losseshut not spreadover K or more lists: becausea sin-
gle congestioreventfor thatflow wascomposedf multiple
dropsfrom a window of data; becausehe flow reducedits
sendingrateafter several round-triptimeswith drops;or be-
causea low-bandwidthflow got unlucky and sufered more
thanits shareof drops.In AppendixB we usesimulationgo
shav theadwvantage®f usingmultiple lists.

The routerestimategshe paclet drop rateat the queuein or-
derto determinethe size of a time interval. The routercan
directlymeasurdts lossrateoverasingleinterval asthenum-
berof dropsdividedby thenumberof arrivals. RED-PDuses
exponentialaveragingto smooththe drop rate estimateover
successfke intervals.

4.1.1 Choosingldentification Parameters

We now discussour choiceof variousparametersisedin the
identificationscheme. We first considerK, the numberof
congestionepochlengthsCL(R, p) that make up the drop
history. Largervaluesof K make identificationmorereliable
and malke it more likely that the flow’s arrival rate reflects
the responsef end-to-endcongestioncontrol to the paclet
lossegecevedduringthatperiod. Thesebenefitscomeatthe
expenseof anincreasdn the time requiredto identify high-
bandwidthflows. Smallervaluesof K increasethe chances
of catchingunlucky flows, thatis, low-bandwidthflows that
happerto suffer moredrops.Becauseve usethe absencef
adropin all thelists asa criterion for decreasinghe moni-
toredflow’s droppingprobability (Sectiond.2),a smallvalue
of K wouldleadto frequentthangesn thedroppingprobabil-
ity. In our simulationsavalueof K = 3 givesareasonably
promptresponselongwith a reasonablgrotectionfor un-
lucky flows.

Thenext parameteto considelis M, the numberof separate
lists. Clearly M shouldbe greaterthan K becauseve iden-
tify flowsthathave dropsin atleastK lists. To countdropsin
the samewindow asa singlelossevent,the drop-listinterval
shouldbe longerthanthe typical roundtrip time of flowsin
thequeue.Givenour choiceof K = 3, avalueof M = 5 has
workedwell in our simulations.

TheparameteR, thetargetround-triptime, is thesinglemost
importantparametefor RED-PD5sidentificationmechanism.

Thechoiceof R will vary atdifferentinstallationsdepending
on factorslike the compositionof traffic, statelimitations,
andthedesireddegreeof fairnessincreasingR increaseshe
degreeof fairness(as moreflows areidentified), and at the
sametime increaseghe statekeptat the routetr The effects
and guidelinesof choosinga particular R are discussedn
detailin Sections.4and6.3.

4.2 Preferential Dropping

After identifying high bandwidthflows, we needto reduce
thearrival rateof theseflowsto theoutputqueue Thecontrol
mechanisnshouldhave thefollowing properties:

¢ It shouldbelight-weightandFIFO compatible.

¢ It shouldnot only protectothertraffic from the moni-
toredflows, but alsoprovide relative fairnessamongthe
monitoredflows. (Lumping all monitoredflows in one
aggreatewould lack this property)

¢ The monitoredflows shouldnot be staned, and at the
sametime, not given more bandwidththanthey would
have obtainedin the absencef monitoring. This rules
outsolutionsthatgive “leftover bandwidth”to the mon-
itoredflows, or thatgive a fixedamountof bandwidthto
a monitoredflow without regardto the level of unmoni-
toredtraffic.

We now describeatechniqueperflow preferentiadropping,
which hasall the desiredproperties. Preferentialdropping
placesa pre-filterin front of the outputqueue.Paclketsfrom
monitoredhigh-bandwidthflows passthroughthis pre-filter
wherethey are droppedwith a certainprobability, and the
survivorsareputin the outputqueue.Unmonitoredtraffic is
putin theoutputqueuedirectly. Figure6 shavsthearchitec-
tureof aRED-PDrouter

TInformation on

Pre—filter
(drops packets with flow specifi
dropping probability)

Packers surviving
the Pre—filter
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—_—

idemified flows

Tdenrificarion
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Figure6: Ar chitecture of a RED-PD router.

Whena high-bandwidthflow is droppedin proportionto its
excesssendingrate, this simplemechanisnprovidesrelative
fairnessbetweenmonitoredflows. RED-PD doesnot pro-
tect the monitoredflows from the generalcongestiorat the



Parameters

max_decrease: max probability reduction
in one step

max probability to free

a monitored flow

sz’nThresh-'

foreachf (monitored flows that don’t
appear in any of the M drop lists)
P dropfmg probability of f
(P > 2*max_decrease)

P -= max_decrease
else

P="P/2
if (P Z PminThresh)

dropping probability of f = P
else

release f

Figure7: Pseudocoddor reducinga flow’sdropping prob-
ability .

link, becausehe outputqueuedoesnot differentiatebetween
flows oncethe pre-filter hascut down on the monitoredtraf-
fic. Thus,pacletsfrom the monitoredflows canbe dropped
attheoutputqueueaswell asin the pre-filter.

Thereis adangerf transientink underutilizationif paclets
aredroppedin the pre-filter despitelow demandat the out-
put queue.To avoid this, the pre-filter doesnot drop paclets
from monitoredflows whenthereis insufficient demandat
theoutputqueueasmeasuredy RED’s averagequeussize.

4.2.1 Computing the Dropping Probability

An importantcomponentof preferentialdroppingis deter
mining the droppingprobability of eachmonitoredflow in
thepre-filter

Onepossibleapproachwould be to measurdlirectly there-

cent paclet drop rate p in the output queue, and restrict
eachmonitoredflow’s arrival rateto the outputqueueto the
target_rate of f(R,p). An obvious way to achiese this

would beto useatokenbucketinsteadof probabilisticdrop-
ping. A tokenbucket couldleadto a undesirably-brstypat-
ternof lossedor the monitoredflow, but thisis not necessar
ily a major problem,asthe monitoredflow hasalreadybeen
identifiedas high-bandwidthat the congestedink. Another
possibleapproachis measuringthe arrival rate of the flow,

anddirectly computingthe droppingprobability requiredto

bring down theflow’srateinto the outputqueueto targetrate
f(R,p). We have not investigatedeither of thesetwo ap-
proachessomecarewould berequiredto respondappropri-
atelyto transientthangesn the pacletdropratep.

In RED-PD, insteadof enforcinga target_rate f(R,p), we
baseeachflow’s droppingprobabilitydirectly on theidentifi-

Variables
avg_drop_count: average number of drops for
flows identified in this round
p: current ambient drop rate

foreachf (flows that appear in at least K
of M drop lists)
if (f is monitored)
P; = dropping probability of f
else
Pr=0
dropf = number of drops of f
Pyeite = (dropy/avg_drop_count)*p
if (Pdelta > Pf +p)
Pyetta = Pf +p

dropping probability of f += Pgyejiq

Figure 8: Pseudocodefor increasinga flow’s dropping
probability.

cationmechanisnitself. Theidentificationprocesonly con-
sidersdropsat the outputqueue not in the pre-filter Thus,
theidentificationprocesss concernedvith theflow’s arrival
rateto theoutputqueuenotthearrival rateattherouteritself;
thetwo quantitiesvould be differentfor a monitoredflow.

A monitoredflow is likely to continueto be identifiedif its
arrival rateto the outputqueueis higherthan f(R, p). For
suchflows the droppingprobabilityis increased If the flow
cutsdown its sendingrateanddoesnot appeaiin ary of the
last M droplists, its droppingprobabilityis decreasedwith
this iterative increaseand decreaseRED-PD settlesaround
theright pre-filterdroppingprobabilityfor a monitoredflow.
If the droppingprobability of a flow becomesegligible, be-
causethe flow reducedts sendingrate,the flow is unmoni-
toredaltogether

Thedroppingprobabilityfor amonitoredflow is notchanged
whenthe the flow appearsn at leastone but fewer than K
of the M drop lists. This providesthe necessarhysteresis
for stabilizingthe droppingprobability. In addition,changes
to the droppingprobability are not madeuntil a certaintime
periodhaselapsedfterthelastchangeo ensurghattheflow
hashadtime to reactto thelastchange.

We now specify hov RED-PD changesa flow’s dropping
probability. The pseudocodéor reducingthe droppingprob-
ability is givenin Figure7. The reductionin the dropping
probabilityis boundedby a maximumallowabledecreasén
onestep,maxdecieaseto reduceoscillations.Theseoscilla-
tions couldresultfrom the reactionof the flow’s end-to-end
congestiorcontrol mechanismso packet drops,or from the
imprecisionof usinga flow’'s paclet drop history asan esti-
mateof its arrival rate. Thatis, the absencef theflow in all
thedrop-listscouldbetheresultof it gettinglucky, ratherthat



from the flow’s reductionin its sendingrate. In suchcases
max decreasensureghat control over a monitoredflow is
notloosenedy alargeamountin onestep.

Whenincreasinga flow’s pre-filterdroppingprobability, both
the ambientdrop rate and the arrival rate of the flow need
to be considered Whenthe ambientdroprateis high, high-
bandwidthflows needto be broughtdown sooney sothein-

creasequantashouldbe large. In addition, different mon-
itored flows will have different arrival ratesto the output
gueue. The increasequantashouldbe larger for flows with

higherarrival ratesto the outputqueue.

Figure8 shaws the pseudocodéor increasinga flow's drop-
ping probability At agiveninstantwe have agroupof identi-
fied flows whosedroppingprobabilitieshave to beincreased.
Let the drop ratein the outputqueuebe p, andthe average
numberof dropsamongthe flows identifiedin this roundbe
avg_drop_count. The equationbelow for a flow's increase
quantaP,.;;, takesinto accounboththeambientpaclketdrop
rateandthe relative sendingratesof the monitoredflows, as
inferredfrom theratio of drops.

Pieira = (dropy [avg_drop_count) * p, 4)

wheredropy is the numberof dropsfor flow f. If thisin-
creasaguantumis morethantheflow’s existing droprate,we
justdoublethe flow’s droppingprobability (to make surewe
don'tincreaseflow’sdroprateall of asudden).Theexisting
dropratefor aflow is thesumof thedroprateatthe pre-filter
(zerofor unmonitoredflows) andthe drop rateat the output
queue.

5 Evaluation

We usea combinationof analysisandsimulationto evaluate
RED-PD.Sinceidentificationis thefirst stepin controllinga
high-bandwidthflow, in §5.1 we studyRED-PDS5 effective-
nessn identifyinghigh-bandwidtHlows. Fairnesss acrucial
propertyfor congestiorcontrol schemes.RED-PD5 ability

to enforcefairnesausingtheiterativeincreaseinddecreasef

aflow’s droppingprobabilityis investigatedn §5.2. It is im-

portantthatRED-PDreactreasonablpromptlyto changesn

aflow’'s sendingrate,a propertywe analyzein §5.3. Finally,

in §5.4, we demonstratéow the choiceof R effectsthe de-
greeof fairnessandamountof statekeptby therouter More

simulationresultsarepresentedn AppendixE.

We carriedout the simulationsusingthe NS network simu-
lator [NS]*. Unlessotherwisespecified the capacityof the
congestedink was 10 Mbps, RED-PD5 tamget RTT R was
40 ms,the pacletsizewas1000bytes,andRED wasrunning
in paclet mode. The Selectve Acknowledgemeni{SACK)

1The sourcefor runningthe simulationshasbeenaddedto the ns distri-
bution,andcanbefoundin thedirectory~ns/tcl/e/red-pd.
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Figure9: The probability of identification of a TCP flow
sendingroughly at arate v  f(R,p).

[MMFR96] versionof TCPwasused flows werestartedata
randomtime within the first 10 secondsand aggrejatedre-
sults,wherepresentedyerenot takenbefore20 secondsnto
thesimulation.

5.1 Probability of Identification

In this section,we explore RED-PDS probability of identi-
fying a TCP flow with a givenround-triptime. The identi-
fication probability for CBR flows is analyzedin Appendix
C. We shaw a flow’s probability of beingidentifiedin a sin-
gle identificationround; the eventualthroughputof the flow
depend®nwhethertheflow is persistentlyidentified.

Figure9 shavs a TCPflow’s probability of identificationasa
functionof its sendingateandambiendroprateatthequeue.
Thesimulationsveredonein acontrolledenvironmentwhere
the ambientdrop rate at the queuewas fixed. The round-
trip time of the TCP flow wasvariedto getflows sendingat
differentrates. RED-PDusedidentificationparameterd =
3and M = 5. Figure9 plots a TCP flow with a round-
trip time of v x 40 ms assendingat 2 x f(R,p) pkts/sec.
For example,a TCP flow with a rounJ—triptime of 80 msis
plottedashaving asendingateof 0.5 f (R, p) pkts/secanda
TCPflow with around-triptime of 20 msis plottedashaving
a sendingrate of 2.0f(R,p) pkts/sec. Thus, the z-axis of
Figure9 givesanapproximatiorto theflow's actualsending
rate.

Figure9 shavsthataflow canbeidentifiedevenif it is send-
ing atlessthan f (R, p) pkts/sec.This occurswhenthe flow
hasbeenunlucky, and hasrecevved more thanits shareof
pacletdrops.BecausdrEDis notbiasedn any way towards
aparticularflow, a flow sendingatlessthan f (R, p) pkts/sec
is unlikely to beconsistentlyunlucky in its pacletdrops.The
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Figure10: Simulation with multiple CBR flows. Flow 1 is
sendingat0.1Mbpsflow 2 at0.5Mbpsandevery subsequent
flow is sendingat a rate 0.5 Mbps more than the previous
flow.

consequenced aflow gettingidentifiedoncearenot severe;
it is monitoredwith asmallinitial droppingprobability Mon-
itoring thisflow furtherreducests chance®f beingidentified
again,andthusthis flow would soonbe unmonitored.

Figure9 alsoshavs thata flow sendingat morethan f (R, p)
may escapeédentificationin a particularround. This is not
a concern,asthis flow would be identified soonin another
roundin the nearfuture.

5.2 Fairness

This sectionshawvs an importantpropertyof RED-PD:it is
possibleto approximatefairnessamongflows by iteratively
increasingand decreasindhe pre-filter droppingprobability
for the high-bandwidthflows. The simulationsalso shav
RED-PDS5 ability to protectthe low-bandwidthflows and
controlthe high-bandwidthones.

Thesimulationin Figure10 consistof 11 CBR flows of dif-
ferentrates. The sendingrate of the first flow is 0.1 Mbps,
that of the secondflow is 0.5 Mbps, and every subsequent
flow sendsat a rate 0.5 Mbps higherthanthe previous flow
(thelastCBR flow sendsat 5 Mbps). Separatdinesin Fig-
ure 10 showv the bandwidthrecevved by eachof the 11 CBR
flows with RED andwith RED-PD,while a third line shows
eachflow’s max-minfair share. The graphshaows that with
RED, eachflow recevesa bandwidthshareproportionalto
its sendingrate, while with RED-PD all the flows receve
roughlytheir fair share.Without RED-PD,the ambientdrop
rateis about63%,while with RED-PDthe ambientdroprate
is reducedo roughly4% by concentratinghedroppingin the
pre-filterfor the high-bandwidtHlows.
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Figure11: Simulation with a mix of TCP and CBR flows.
Flows 1-9areTCPflowswith RTTsof 30-70ms. Flow 10,11
and12 are CBR flows with sendingratesof 5, 3and1 Mbps
respectrely.

The next simulationhasa mix of TCP andCBR flows. The

aim is to studythe effect of high-bandwidthCBR flows on

conformantTCP flows andinvestigateRED-PD5 ability to

protectthe conformantflows. Thereare9 TCP flows and3

CBR flows. The TCP flows have differentround-triptimes;
the first three TCP flows have round-trip times closeto 30

ms(thereis somevariationin theactualRTTs), thenext three
have RTTsaroundb0ms,andthelastthreehave RTTsaround
70 ms. The CBR flows, with flow numbersl0, 11 and 12,

have sendingratesof 5 Mbps, 3 Mbps and 1 Mbps respec-
tively. Again, Figure11 shawvs the bandwidthof eachof the
12 flows with RED andwith RED-PD.With RED, the high-

bandwidthCBR flows get almostall the bandwidth leaving

little for the TCP flows. In contrast,RED-PDis ableto re-

strict the bandwidthreceved by the CBR flows to neartheir

fair share. Given the target R of 40 ms, RED-PD monitors
notonly the CBR flows, but alsothe TCPflowswith RTTs of

30 ms (andoccasionallythosewith 50 msaswell). Eachof

the CBR flowsrecevedadifferentpre-filterdroppingrate,as
eachCBR flow wassuccessfullyestrictedto roughly its fair

share.

5.3 Responselime

Thissectionis devotedto studyingtheresponséime of RED-
PD to a sudderincreaseor decreasef aflow’s sendingrate.
A detailedanalysisis presentedn AppendixD. We present
theresultsandverify themusingsimulationshere.

Assumethat a flow suddenlystartssendingat v = f(R, p)
pkts/s.Undertheassumptiorthattheambientdroprateatthe
routeris independendf the sendingrate of a singleflow, as
would bethe casewith a high degreeof statisticalmultiplex-
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Figurel2: The responsdime of RED-PD. TheCBR source
increasests sendingateto 4« f (R, p) att = 50s andreduces
it backto 0.25 % f(R, p) att = 250s.

ing, AppendixD givesthe time taken by RED-PDto clamp
thisflow to a x f(R, p) pkts/sasroughly:

(y—a)RK(M —1)
vpV/1.5pM

Figure 12 shawvs a simple simulationto testEquation5. A
CBR sourcepassedhrougha queuewith a fixed loss rate.
TheCBRsourcanitially sendsat0.25« f (R, p) andincreases
its sendingateto 4 x f (R, p) (thatis,y = 4) att = 50s. The
line marked “Equation”is basedon Equation5, andthe rest
of thelinesaresimulationresultsfor the receved bandwidth
averagedver 1-secondntervals. It canbeseerthattheequa-
tion predictsthe simulationresultsvery closely

Equation9 in AppendixD.2 givesthe time for RED-PDto
completelyreleasea flow after it reducesits sendingrate.
For the simulationin Figure 12, with the sendingrate of
4 x f(R,p) andp = 1%, thereleasetime from Equation9
comesout to be 10.58 secondswhich is very closeto what
we seein the simulations. (For Equation9, P = 0.75 and
pq=0.05,givingn = 13 andm = 5.)

(5)

teutdown =

In orderto verify theanalysistheabove simulationwasdone
in a controlled ervironmentwhere the output queuehad a
constantconfigureddrop rate. Figure 13 shaws the results
from a normal simulationwith one CBR flow and9 TCP
flowsoveralOMbpslink. TheCBR flow wasstartedwith the
initial rateof 0.25Mbps. At t = 50s the CBR flow increases
its sendingrateto 4 Mbps, andatt = 250s it decreasegs
sendingratebackto 0.25Mbps. The RTT of the TCP flows
rangedfrom 30to 70 ms.

In thissimulation,RED-PDtookjust7 secondso bringdown
thethroughputof the CBR flow. Thebig differencefrom the
analysiscomesfrom the factthat,in the simulation,the sud-
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Figure 13: Adapting the dropping probability. The top

graphshaws the throughputof a CBR flow which changes
its sendingrateto 4 Mbpsatt = 50s andbackto 0.25Mbps

att = 250s. Theline labeledf (R, p) is basedbntheambient
droprateseenover the whole simulation. The bottomgraph

plotstheambientdroprateovertime.

denincreasean the sendingrate of the CBR flow leadsto an
increasediroprateattherouter(visible in the lower graph).
Thus,if aflow’sincreasedatealsoincreaseshedroprateat
therouter, theflow would bebroughtdown muchsoonerlif a
flow’s high sendingratedoesnt changethe drop rate signifi-
cantly thenafastreactionis not critical in thefirst place.

The speedof RED-PD5 reactiondependsn both the ambi-
entdroprateandthearrival rateof the monitoredflow. If the
ambientdrop rateis high or the flow's arrival rateis higher
thanothermonitoredflows, the increasequantais large and
the droppingprobabilityis increasedaster So,if aflow in-
creasests sendingrateto hugelevels, it would be brought
down fairly quickly.

5.4 Effectof R, the TargetRTT

The simulationsin this sectionillustrate how the choice of
RED-PD5sconfiguredRTT parameteR affectsboththeiden-
tification of flows for monitoringandthe bandwidthreceved
by monitoredflows. Eachcolumnin Figure 14 represents
a differentsimulation,with a differentvaluefor R, ranging



25 L e e . S a

" RED (40 ms) ——
RED (80 ms) ------

RED (120 ms) -
RED-PD (40 ms) o
2 RED-PD (80 ms) --#-- 7
RED-PD (120 ms) --eo--
2
_§ 15 @8 a 4
£
35 o
=
-r% 1r o] B
o P B . et N0 =) g 52
[ 3 SN al &
om0 -0- 0":”\": 5B g‘\ ‘g_ e
QTR B SO SR S P - A4

0 T S S S T ST S ST SO S S
10 20 30 40 50 60 70 80 90 100110120 130 140 150 160 170
Target R (ms)

05 -

Drop Rate (%)
=
S
T T
L L

0 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

10 20 30 40 50 60 70 80 90 100110120130 140150160170
Target R (ms)

Figure14: The Effect of Target R. Thetop graphshownsthe
bandwidthreceved by 40 ms,80 msand120msRTT TCP
flows for differentvaluesof R. The bottom graphplots the
ambientdroprate.

from 10 msto 170 ms. In eachsimulation14 TCP connec-
tionswerestarted two eachwith RTTs of 40 ms,80 msand
120ms,andtherestwith RTTs of 160 ms. Thetop graphof

Figure14 showvsthe averagebandwidthreceived by the TCP
flowswith round-triptimesfrom 40-120ms,while thebottom
graphof Figurel4 shavstheambientdroprate. Thehorizon-
tal linesin Figure14 showv thebandwidthfor eachtraffic type
with RED.

For the simulationswith R lessthan40 ms, RED-PDrarely
identifiesary flows, and the bandwidthdistribution is es-
sentially the sameas it would be with RED. However, for

the simulationswith R of 40 ms or higher, the short TCP
flows with 40-msRTTs startto be identified and preferen-
tially dropped. Note thatas R is increasedthe bandwidth
recevedby theshortTCPflowsis decreasedyecausé¢hetar

getbandwidthfor a monitoredflow, f(R, p), decreaseasR

increases.In addition, as R is increasedhe ambientdrop
ratedecreaseandthethroughputor thelong TCP flows in-

creasesgthoughthisis notshown in Figure14).

As thesesimulationsillustrate,increasingRED-PD5 config-
uredvalueof R resultsin moreflows being monitored,and
moredropsoccurringin the pre-filterfor themonitorediows.
Thus, as R is increased RED-PD getscloserto full max-
min fairnessin addition,increasingR decreasetheambient
droprate,andthereforeincreaseshe bandwidthavailableto

webmiceandotherunmonitoredlows. Thesimulationsalso
shaw that,with averysmallvaluefor R, RED-PDhaslimited

impactattherouter andcanbe usedwith thegoalof control-
ling only egregiously-misbeheaing flows or thoseconformant
flows with very shortround-triptimes.

5.5 Additional Simulations

Thefollowing simulationshave beenincludedasAppendixE
dueto spaceconsiderations.

e §E.1: Thethroughputof monitoredflows during a per
sistentambientdroprate;

¢ §E.2: Simulationsnvolving Webtraffic.

e §E.3: Theeffectof RED-PDonamix of TCPandTFRC
[FHPWOQ traffic.

¢ §E.4: RED-PD5effectonflowstraversingmultiple con-
gestedinks;

o §E.5: RED with byte modeoperation.

All of themhave yieldedresultsthat shav the effectiveness
of RED-PDfor the propertiest wasevaluatedor.

6 Discussion

Thissectiondiscussesomeissuegertainingo RED-PD.We
talk aboutthe fairnessproperties staterequirements¢hoos-
ing thetamgetRTT, anddealingwith unresponsieandevasie
flows.

6.1 FairnessProperties

e ¥ .
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—— RED: y=(1-p)x nd
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Figure 15: The Ideal FairnessProperties of RED-PD. In
thefigurep is thedropratewith RED, p' is theambientdrop
ratewith RED-PD,andT is thetargetbandwidth.



RED-PD provideslimited max-minfairness,in thatit con-
trols the bandwidthallocatedto the high-bandwidthflows.

The effect of RED-PDis summarizedn Figure 15. Figure
15 assumesn ervironmentwith a fixed paclet drop ratep,

andshows thatwith RED, the bandwidthrecevedby a flow

is proportionalto the arrival rate of thatflow. In contrast,a

full max-minfairnessschemdik e Fair Queueingloesnotlet

aflow getmorebandwidththananotherflow whosedemand
hasnotbeenmet. RED-PDaimsto provide limited max-min
fairnessjn whichwe restrictthebandwidthrecevedby high-

bandwidthflows. Figure15shavsthatfor theidealRED-PD,
thebandwidthrecevedby aflow is limited by thetargetsend-
ingrateT’, which,from Equation(1), isinverselyproportional
to thetargetRTT R.

In ervironmentswhereall of the high-bandwidthflows are
conformantand have round-trip times considerablylarger
thanthetargetRTT R, RED-PDwouldhave noimpact.How-
ever, in ervironmentswith high-bandwidthnon-conformant
flows or with flows with round-triptimeslessthan R, RED-
PD changeghe bandwidthallocationof the underlyingsys-
tem by restrictingthe throughputof high-bandwidthflows.
RED-PD5 controlof thearrival rateof high-bandwidtHlows
to theoutputqueuds accompaniethy areductionin theam-
bientdrop rate,which is the drop rate seenby unmonitored
flows. This decreasén the ambientdrop rate resultsin an
increasan thebandwidthrecevedby unmonitoredlows.

6.2 StateRequirements

In additionto thestateneededy aregularRED queue RED-
PD requiresstatefor theidentificationengineandmonitored
flows. The identificationenginestoresM drop lists. The
amountof memoryrequireddependsn the target RTT R,
the ambientdrop rateandthe numberof flows competingat
the queue.For example,with R = 40 ms,andp = 1%, the
routerneeddo storeinformationaboutpacletsdroppedover
the past1 secondwhich shouldnot be a problemeven for
high-speedouters.It shouldalsobe notedthatfastmemory
is not requiredfor storingdrop lists asthe identificationen-
ginedoesnot run in the forwardingfastpath. In rare cases
whenthe routerdoesnot have enoughmemoryto storethe
headerdor all the drops,it caneitherrandomlysamplethe
drops,or sortandstorejust the dropsfrom the high senders
(asrepresentedby the flows with the mostdrops)whenre-
tiring the currentlist to starta new one. This would restrict
identificationto justthe highest-bandwidtfiows,andshould
notleadto ary majorchangesn thebehaior of RED-PD.

In additionto thedrophistory, RED-PDkeepsstatefor mon-
itored flows. When a paclet arrives, the router determines
if it belongsto a monitoredflow, and appliesthe appropri-
atepreferentiadroppingto the pacletbeforeaddingit to the
outputqueue. Lookupsmatchingthe forwarding speedcan
be achieved using sparselypopulatedhashtablesor perfect
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hashfunctions.It helpsthatRED-PDdoesnot keepstatefor

all the flows going over the link. A quick look at Figure4

tells usthat only 10% of the flows accountedor morethan
80%of thelink bandwidth.In this situation,by keepingstate
for only 10%o0f theflows RED-PDwould bevery effectivein

controllingthebandwidthdistribution onthelink. A detailed
investigationof the staterequirementandfairnessradeofs

involvedin RED-PDundervarioustraffic scenarioss a sub-
jectof futurework.

The compleity of a schemds not given by the amountof
statealone,but is alsodependenbn the processingloneon
thatstate.Tablel comparefRED-PD’s compleity with that
of severalotherproposednechanisms.

6.3 ChoosingR, the TargetRTT

As was illustrated by the simulationsin Section5.4, the
choiceof thetargetround-triptime R determinefRED-PD5s
operatingpoint alongthe continuumof greateror lessemper
flow treatmentt the congestedjueue.A largervaluefor R
resultsin greaterperflow treatmentyrequiringmore stateat
the router and coming closerto full max-minfairness. In
contrasta smallervaluefor R leadsusto the oppositeendof
thespectrum.

Insteadof afixed,configuredvaluefor R, anotherpossibility
is to vary R dynamically asa function of the ambientdrop
rateand/orof the stateavailableat the router We intendto
exploretechniquedor dynamicallyvarying R in laterwork.

6.4 Unresponsve Flows

It isimportantfor schemeshatprovide differentialtreatment
for flowsto provideincentivesfor endto endcongestiorcon-
trol by actively punishingmisbehaing flows. However, in
this work we have addressethis issueof actively punishing
misbehaing flows only briefly.

RED-PDkeepsahistoryof thearrival anddropratesfor each
monitoredflow. A monitoredflow is declaredunresponsive
whenits arrival ratehasnotreducedn respons¢o a substan-
tial increasen its droprate. For flows identifiedasunrespon-
sive, RED-PD increaseghe drop probability more quickly,
anddecreasethe drop probability more slowly, to keepthe
unresponsie flow undertighter control. However, RED-PD
doesnotnecessarilyeducethe bandwidthobtainedby anun-
responsie flow, comparedvith the bandwidthit would have
recevedfrom RED-PDwithout having beenidentifiedasun-
responsie.

RED-PDstestfor unresponsienessanhave falsepositives,
in thatit could identify someflows thatarein factrespon-
sive. Thearrival rateof aflow attherouterdependsotonly
on the dropsat that router, but alsoon the demandfrom the
application,andthe dropselsavherealongthe path. In ad-



Statefor What WhatState Fast-pathProcessing Whenrequired
FQ All flows Queues Queuemanagement, Packetarrival,
scheduling departure
FRED All bufferedflows | Countof bufferedpaclkets | Drop probabilitycomputation,| Packetarrival,
cointossing departure
CSFQ All flows Arrival rateestimate, Updatearrival rateestimate, | Packetarrival
(edges) time of lastpaclet updateheader
RED-PD | High-bandwidth | Droppingprobability, Cointossing Pacletarrival
flows drophistory

Tablel: A comparisonof complexity of someschemes.

dition, the router doesnot know the round-triptime of the
flow or the otherfactors(e.g.,multicast,equation-basedon-
gestioncontrolmechanismsphat affect the timelinessof the
flow’s responseo congestion.Thetestfor unresponsieness
canalsohave falsenegatives,in thatit mightnotdetectmary
high-bandwidttlows thatareunresponsie.

With its iterative increaseanddecreasef aflow’s droprate,
RED-PD provides an ideal framework for determiningthe
conformanceof a flow. Futurework will includethe inves-
tigation of a betterunresponsienessest, and of possibili-
tiesfor decreasinghethroughpufor unresponsie monitored
flows to significantlylessthantheir fair share,asa concrete
incentive towardsthe useof end-to-endcongestiorcontrol.

6.5 Evasive Flows

Given a completeknowledgeof the RED-PDidentification
mechanismattherouter, a high-bandwidtHlow couldpossi-
bly evadetheidentificationprocedureby restrictingits send-
ing burststo at most K — 1 of M identificationintervals.
A flow is not likely to be ableto do this without a precise
knowledgeof the lengthand starttimesof the identification
intervals,which arenotfixedbut changewith thedroprateat
therouter However, it is truethatthemoreburstythesending
patternof a flow over successie identificationintervals, the
lesslikely it is to bedetectedy theidentificationmechanism.
To protectagainsturstyflows, identificationcould extendto
flows thatreceve dropsin lessthan K of M drop lists, but
have avery high numberof pacletdropsin thesentervals.

6.6 Explicit CongestionNotification

[RF99 is a proposalto addExplicit CongestiorNatification
(ECN) to the IP protocol, so that routerscan indicate con-
gestionto end-nodedy settinga bit in the IP paclet header
RED-PDcanoperatein the presencef ECN by taking into

accountthe packet mark history aswell asthe paclet drop
history at the router In addition, for an ECN-capabldlow,

RED-PD5 pre-filtercouldstartwith markingpaclets,andad-
vancelaterto droppingpacletsfor a non-responsie flow.
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6.7 IPsec

This paperassumeghattherouteris ableto identify flows by
the IP sourceand destinationaddressesprotocolfield, and
sourceand destinationport numbersin the paclet header
For IPsectraffic, someof this informationis not available
to therouter In this case routerscould usethetriple in the
pacletheadedefiningthelPsecSecurityAssociatiortoiden-
tify flows or flow aggrejates.

6.8 Aggregate-basedCongestion

A flow-basedcongestiorcontrolmechanisntando very lit-
tle whencongestions causedy anaggrejatesuchasaflash
crowd or denialof service(DoS) attack. Flow-basedmech-
anismsat a router can be augmentedvith aggreate-based
congestioncontrol, to protectthe restof the traffic on that
link from anoverallincreasen the pacletdroprate.

At somelevel, aggrejate-baseadongestioncontrol can be
thoughtof as a variant of RED-PD appliedto aggrejates
ratherthanto individual flows, in thataggrejate-basedon-
gestioncontrol enforcesan upperboundon the bandwidth
given to an identified aggreyate at the router in a time of

congestion. However, there are substantialdifferencesbe-
tweenflow-basedandaggreyate-basedongestiorcontrol at

therouter As an example,the useof the TCP throughput
equationis appropriatefor individual flows (as definedby

sourceand destinationlP addressesnd port numbers)but

not for aggreyatesof flows. In addition,thereareno appro-
priate fairnessmetricsfor aggreyates,or even well-defined
definitionsof theaggregyateshemseles.

7 Conclusions

We have presentedRED-PD, a mechanismthat usesthe
paclet drop history at the router to detecthigh-bandwidth
flowsin timesof congestionandpreferentiallydropspaclets
from theseflows. We have shavn thatthe proposedmecha-
nism successfullycontrolsthe bandwidthobtainedby high-



bandwidthflowsin arangeof ervironmentsandincreaseshe
fairmessamongflows. We alsoshaved that RED-PD hasa
reasonableesponséimeto sudderchange aflow’sarrival
rate, reactingfasterwhen the flow is consumingtoo much
bandwidthor the drop rate at the routeris high. The level
of fairnessprovidedby RED-PDcanbe controlledusingthe
tagetRTT R.
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A Choiceof TCP Responséquation

In this sectionwe explain our useof f(r, p) in Equationl for
determininghe congestiorepochlengthusedby RED-PDin
theidentificationphase.

Insteadof Equationl, RED-PD could insteadusethe equa-
tion f1(r,p) givenin [PFTK9g:

(6)

1
fi(r,p) = .
T¢%4¢MD@ 2)p(1 + 32p?)

TheTCPretransmitimeoutvaluet o canbeapproximated
as4r. This equationincorporateghe effects of retransmit
timeouts andis basecn amodelof RenoTCP experiencing
independenpaclet drops. While the TCP throughputequa-
tion f1 (R, p) moreaccuratelynodelsTCP behaior, it basi-
cally givesthelong-termsendingateof aTCPconnectionA
conformanfTCP flow thathasnot suffereda retransmitime-
out in the mostrecentseveral congestiorepochamight send
ataratehigherthan f; (R, p) overthatperiod. The equation
for f(R,p) is closerto the sendingrateof the TCPflow over
the shortterm (of several congestiorepochs)in the absence
of retransmitimeouts.For low to moderatdevelsof conges-
tion, f(R,p) and f1 (R, p) give similar results,andthe dif-
ferenceis nggligible. However, for higherpacletdroprates,
whena congestiorepochis quite short, a flow could easily
go for severalepochswithoutreceving a retransmitimeout,
andin this caseit would seemdesirableto use f (R, p) to be
properlyconserative in ouridentificationof high-bandwidth
flows.

B SingleList vs Multiple Lists

The multiple-list identification schemeidentifies flows that
receve lossesn K outof M drop-listintervals. This could
be comparedo single-listidentification which would iden-
tify flowsthatreceve thelargestnumberof dropsin asingle,
largerinterval.

Themainadwantagef multiple-listidentificationoversingle-
list identificationis that multiple-list identificationignores
flows that sufereddropsin only a few lists. For example,
therearesereralreasonsvhy aflow mighthave severaldrops
in onelist, but no dropsin otherlists: because singlecon-
gestioneventfor that flow was composedf multiple drops
from awindow of data;becausé¢heflow reducedts sending
rate after drops;or becausef simplebadluck unrelatedto
theflow’s sendingate.

In anenvironmentwith RED andamoderatgacletdroprate,
a flow is unlikely to receive multiple dropsin a singlewin-
dow of data,andthereforeeachlosseventfor a flow would
be likely to consistof a single pacletloss. In suchan ervi-
ronmenttheremightbelittle differencebetweerasingle-list
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Figure16: The probability of identification for singleand
multiple list identification schemegor a bursty lossenvi-
ronment. ThetargetRTT was40 ms.

anda multiple-list identificationscheme.However, in envi-
ronmentswith higherdrop ratesor with highly burstyarrival
patternsa multiple-listidentificationschemecould have sig-
nificantadvantage®ver a single-listidentificationscheme.

In a simulationwe createdan environmentlikely to shav
the advantageof a multiple-list schemeover the single-list
scheme.The congestedink hasa small buffer space with
theRED thresholdning, setto half of thebuffer space This
scenariois characterizedy frequentbuffer overflow, with
multiple paclketsdroppedfrom a window of data. Figure 16
shaws the fraction of timesa TCP flow with the givenRTT
was identified by the two schemes.The single-listscheme
identifiesa flow whenit experienced or moredropsin the
last K « CL(R,p) secondslt canbe seenthatin this ervi-
ronmentasingle-listscheméasednindividuallosseshasa
high probability of identifying conformantlows with round-
trip timesgreateithanR. In contrastthemultiplelist scheme
doesa betterjob of identifying only the higher bandwidth
flows.

For the scenariosin Figure 16, a single-list identification
scheméasednlosseventswould performmuchbetterthan
thesingle-listschemébasedn individuallosses.Thiswould
be a single-listschemethat identifiesa flow if the flow re-
ceives K or more loss eventsin a single detectioninterval
of durationK x C'L, wherealosseventis definedasoneor
morelossesdn ashortperiodof time (suchasatypical round-
trip time). However, a single-listidentificationschemebased
onlosseventswould requirea morecomplex implementation
thanasingle-listscheméasednindividuallossesastiming
informationwould berequiredwith every drop.
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C Probability of Identification for
CBR flows

Section5.1 usedsimulationsto investigateRED-PDS prob-
ability of identifying a TCP flow. In this section,we use
both analysisand simulationsto give RED-PD’ probability
of identifyinga CBR flow.

ConsideaCBRflow sendingaty x f(R, p) pkts/swherep is
theambientdroprateand R is RED-PD5s targetRTT. Given
the length of a drop-listinterval from Equation3, the flow
sends}TK pacletsperdrop-listinterval. Theprobability P(1)
thattheﬁow suffersatleastonedropin adrop-listinterval is

K

P(1)=1-(1-p)¥s

For aflow to beidentified,it hasto suffer atleastK dropsin
M drop-listintervals. So, the probability of this flow being
identifiedis

P’identification =
C(M,K)P(1)XP'(1)M—K 4
C(M,K +1)P(1)E+1p/(1)M-K-1 4

for C(z,y) the numberof waysof choosingy out of = ob-

jects.

Figurel7 plotsaflow’s probabilityof identificationasafunc-
tion of its sendingrateusingthe equationabove, for arange
of valuesfor theambientdroprate. RED-PD5 identification
parametersn the simulationare K = 3 and M = 5. This
resultwasconfirmedusingsimulationswith afixeddroprate
at the queue. The graphshouldbe interpretedcarefully, as
the z-axis is the rate multiplier of f(R, p), whichitself is a
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functionof theambientdropratep. As theambientdroprate
increasesf(R,p) decreasesanda flow sendingat a fixed
ratein pkts/sbecomesnorelikely to beidentified.

D Responselime

In this sectionwe do a simplified analysisof the time taken
by RED-PDto controlahigh-bandwidthCBR flow, aswell as
thetime takento release flow which hasreducedts sending
rate.

D.1 Time to Cutdown

Assumethataflow increasegts sendingateall of asudderio
~ * f(R, p) pkts/sfor (v > 1), wherep is theprevalentdrop
rateattheoutputqueueandR is thetargetRTT. We make the
following simplifying assumptiong theanalysis:

1. Thelossrateat the outputqueueis independenbf this
flow’s arrival ratein thequeue.In reality, thelossrateat
theoutputqueuecango upwhenthe CBR flow suddenly
startssendingat a high rate,andcomebackdown again
whentheflow is controlledin the pre-filter

. Thisis the only flow whosedroppingprobabilityis be-
ing increased.From Equation(4), this meansthat the
increasajuantaof the droppingprobabilitywould be p.

. Theflow is successfullydentifiedin eachround.Thisis
likely to betrue until the flow is broughtdown to about
twice f(R, p). As seenn Figure9 and17,the probabil-
ity of identifying the flow is high for a flow sendingat
twice f (R, p).

We calculatethe time requiredto bring down the arrival rate
of theflow in theoutputqueueto a x f(R, p). Thedropping
probabilityrequiredin the pre-filterin this caseis 2=<. Be-

causeof Assumptior2, thedroppingprobabilityincreaseas in

quantunof p. Hencethenumberof roundgequire(hre%.

Eachroundis M — 1 intervalslong becausefterincreasing
the pre-filter droppingprobability, we wait for M — 1 inter

vals and seeif therearedropsin K of thelast M drop-list
intenals. Substitutingthe lengthof a drop-listinterval from

Equation3, thetotal time requiredis

(v —a)RK(M —1)
vpv/1.5pM

tcutdown -

(8)

seconds.

D.2 Timeto Release

We now estimatethe time requiredto releasea flow, thatis,
thetimetakento transfermamonitoredflow to theunmonitored



catgyory afterit reducests sendingrate. The time estimate
tells us not only how long this flow will be penalizedafter
a rate reduction,but also the time requiredby RED-PD to

forgeta monitoredflow which ceasego exist. Theonly as-
sumptionwe make in this computationis thatthe flow is no

longeridentifiedafterit cutsdown its sendingrate. The as-
sumptionholdsaslong asthe reducedsendingrateis much
lessthan f(R, p).

Considera flow being monitoredwith a pre-filter dropping
probabilityof P. Thisflow would becomainmonitoredvhen
the pre-filter dropping probability goesbelov P,,;nThresh-

In eachroundthe droppingprobabilityis reducedby eithera
factorof 8 or afixedamountp,, whichever leadsto a lesser
reduction;p, is theupperboundon the probabilityreduction
in one step. Assumethat therearen subtractve reduction
roundsfollowedby m multiplicative reductionrounds.

The subtractve reductionroundsgo in the seriesP, P —
P4, ----, P — mpg and end when the dropping probability
P — npy goesbelow 2 x py. Roughly this givesus

n2 { P _ 2 otherwise
Pd
The multiplicative reductionof the flow would go in the se-
ries P — NPd, Pi;pd ) P%Zpd »T T szpd y where —PE_:I’d S
PrinThresn- Thisgivesus

log (22

minThresh

log(B)

Thetimerequiredfor eachroundis ! drop-listintervals;thisis
the minimumwait betweerntwo successie decrementsTak-
ing thedrop-listinterval lengthfrom Equation3, thetotal re-
leasetimeis

; _ (m+n)IRK )
release — \/WM
Weuse(83, pd, PrminThresh, ) =(2,0.05,0.005,3) for general
monitoredflows. For flowsidentifiedasunresponsie,we use
(B, Pay PminThresh, 1) = (1.5,0.05,0.0025,5), which makes
thereleaseslower for unresponsie flows.

E Additional Simulations

Thissectiondescribesdditionalsimulationsdoneto evaluate
RED-PD.

E.1 RecevedThroughput

The simulationsin this sectionexplore the control RED-PD
would wield on monitoredflows in the presencef a persis-
tentambientdroprateat the outputqueue.ln orderto have a
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Figure18: Throughput of a CBR flow.
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Figure19: Throughput of a TCP flow.

controlledenvironmenttheoutputqueudn thesesimulations
is configuredto drop eacharriving packet with a fixed prob-
ability p, ratherthanasdeterminedoy RED dynamics.Each
simulationhasa single CBR source which is startedwith a
sendingrateof v x f(R,p) pkts/secwhereR is RED-PD%s
targetRTT (40 ms)andp is thefixed drop rateat the output
queue.

The z-axis of Figure 18 givesthe sendingrate of the moni-
toredflow, andthe y-axis givesthe flow’s received through-
put, bothgivenasmultiplesof f (R, p) pkts/secFor example,
theline labeled'p=1%" shavsthethroughputrecevedby the
CBR flow whenthe ambientpaclet droprateis 1%. Figure
18 shaws that RED-PD successfullycontrolsthe bandwidth
recevedby aggressie flows.

The most striking featurein the graphis the reductionin
bandwidthfor the CBR flow as the ambientdrop rate in-
creasesWith higherambientdroprates,RED-PDincreases
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Figure 20: Simulation with Web Traffic. The cumulative
fraction of requestswhich were completedbefore a given
time.

thedroppingprobabilityof monitoredflows morerapidly, re-
sultingin ahigherdroppingprobabilityin thepre-filter Thus,
at higherdroprates,RED-PDpushesdown monitoredflows
belov f(R,p) in anattemptto reducethe ambientdroprate
atthequeue.

Figure 19 shaws a similar graphfor TCP traffic. It is inter

estingto note that with low drop rates, TCP flows get less
bandwidththan CBR flows with roughly the samesending
rate,while with high dropratesthe TCP flows do betterthan
the CBR flows.

E.2 WebTraffic

Thesimulationsin Figure20 shav the effectivenessf RED-
PD in a dynamicervironmentin the presencef web traffic
(asrepresentebly thewebtraffic generatoin ns) .

The objectsize distribution for the web traffic generatoris
Paretowith average24 pacletsandshapeparametef.2,and
the paclet sizeis 500 bytes. The long term averageof the
generatedveb traffic is about5 Mbps, roughly 50% of the
link bandwidth. A dumbbelltopologywith 5 nodeson each
sidewasused. The RTTs for flows on this topologyranged
from 20 to 100 ms, in 20 msincrements.In additionto the
webtraffic, traffic includedoneCBR flow with asendingrate
of 2 Mbps andteninfinite demandTCP flows, two of each
RTT.

Two simulationswererun, onewith and onewithout RED-
PD. Figure20 shavs the cumulative fractionof webrequests
completedby a giventime. The useof RED-PDresultsin
more bandwidthavailablefor the web traffic, in spite of the
factthat short-RI'T TCP flows carryingweb traffic arealso
occasionallymonitored(if they last sufiiciently long to be
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Figure21: Simulation with Web Traffic. Thebandwidthby
the long flows. Flow numbersl-10 are TCP flows, 2 each
with RTT in msof 20,40,60,80and100. Flow 11isaCBR
flow sendingat 2 Mbps.

identified).By monitoringthe CBR flow andshort-RI'T TCP
flows, RED-PDreduceghe ambientdrop rate,which doesa
lot of goodfor othertraffic. Figure21 shavs the bandwidth
obtainedby eachof the infinite-demandlows. Apart from

the CBR flow, RED-PDalsoreduceghe bandwidthobtained
by the 20-msTCP flows (1 and2), astheir RTT is lessthan
thetargetR of 40ms.

E.3 Other CongestionControl Models

In this sectionwe explore RED-PD’s impacton congestion
controlmodelsotherthan TCP. We useTFRC [FHPWO00],a
TCP-FriendlyRateControlmechanisnthatis lessaggressie
thanTCPin its rateincreasesandalsoresponds$o congestion
moreslowly. Thebroadconclusionfrom thesesimulationss
thatRED-PDfunctionswell with both TCP andwith TFRC,
anddoesnotadwerselyaffecttherelative fairnessof TCPand
TFRC.

TFRCis arate-basegrotocolwhich attemptgo smooththe
sendingrate while maintainingthe samelong term sending
rateasTCPR asgivenby the TCP equationin [PFTK9§. In-
steadof halvingits sendingratein responseo eachconges-
tion indication, TFRC estimateghe averageloss rate, and
adaptsts sendingrateaccordingly To maintaina smoother
sendingate, TFRCrespondsnoreslowly to congestiorthan
TCP This raisesthe questionf interactionshetweerRED-
PD andTFRC,whichwe explorehere.

For eachsimulationsetwe started4 x n sourcesfor n rang-
ing from 2 to 8. We usedfour traffic types, TCPandTFRC
with anRTT of 30 ms,andTCP andTFRC with anRTT of
120ms, andeachsimulationhadn flows of eachtype. Each



0.55 T T T

' TCP (30ms, RED) ——
TFRC (30ms, e
05 ¢ ms, RED-PD) - |
TFRC (30ms, RED-PD) o
045 | P— TCP (120ms, RED) --#-- |
R e TFRC (120ms, RED) --o- -
- TCP (120ms, RED-PD) - e~
7 04r “TFRC.{120ms, RED-PD) &~
g g
2 o35t eerosssslissos e B BT g ]
3
e
= 03¢} |
=3
Fooasp o B 1
> oo L]
0.15 e- IR |
0.1 L L L L N N L
8 12 16 20 24 28 32

Total Number of Flows

Figure22: The throughput of TCP and TFRC flows. The
graphplots the total throughputreceved by the four traffic
types,bothwith andwithout RED-PD.

simulationsetwasrun with andwithout RED-PD.Figure22
shavsthethroughputrecevedby four traffic types,averaged
overfive simulationsets asafunctionof thenumberof flows
(4n). Figure22 shaows that RED-PDsignificantlyincreases
thebandwidthavailablefor the120-msTCPandTFRCflows,
while restrictingthe bandwidthavailableto the 30-msflows.

Figure23 givesthe samedataasin Figure22, in a different
aspect. It shows the averageTFRC throughputnormalized
with respecto the averagethroughputof the TCP flow with

thesameRTT. It is evidentthat RED-PDis fairerthanplain

RED in its bandwidthallocationfor both the monitoredand
unmonitoredlows.

E.4 Multiple Congested.inks

The simulationsin this sectionexplore the impactof RED-
PD on flows traversingmultiple congestedinks. Eachcon-
gestedink hasa capacityof 10 Mbps. On eachlink eight
TCPsourcesandtwo CBR sourcesverestartedwith round-
trip timesrangingfrom 20 to 80 ms. The CBR flows were
eachsendingat 4 Mbps. We studythe bandwidthobtained
by aflow passinghroughall thecongestedinks, asthenum-
berof congestedinks is increasedTheflow passinghrough
multiple congestedinks is eithera CBR flow with sending
rateof 1 Mbpsor (in aseparatsimulation)a TCP flow with
an RTT of 80 ms. The RTT of the TCP flow was kept the
sameirrespectve of the numberof congestedinks it passed
over by adjustingthe delayof the connectinghode,to factor
outathroughputdecreaséueto anincreasingRTT.

Figure24 shaws the bandwidthobtainedby theflow passing
throughmultiple congestedinks, with andwithoutRED-PD.
Thethroughputfor the multiple-links flow goesdown asthe
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Figure24: Multiple Congested_inks. Thegraphshovsthe
throughputof the CBR or the TCP flow which goesover all
thecongestedinks.

numberof links increasesbut is muchbetterwith RED-PD
thanwith RED, becaus&ED-PDdecreasetheambientdrop
ratefor eachof the congestedinks. Unlike completealloca-
tion schemedike FQ, RED-PD doesnot provide full max-
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Figure25: RED-PD with RED in both packet and byte mode.

min fairness. However, by controlling the high-bandwidth
flows on eachlink, RED-PD brings the ambientdrop rate
down to manageabl&evels,andthusreducegheoveralldrop
rateseerby flows traversingall congestedinks.

E.5 Byte Mode

So far, we have not addressedhe differencebetweenthe
sendingratein bytes/sandpkts/sfor flows with differentsize
paclets.Thereis no consensus the networking community
aboutwhetherfairnessbetweenflows shouldbe in termsof

pacletsor in termsof bytes,but aqueuemanagemergystem
shouldbe ableto operaten both modes.BecauseRED-PD
usesidentification-basegreferentialdropping,the biasesof

RED-PDin termsof pacletsizearelargelydeterminedy the
biasesof the underlyingActive QueueManagemen{AQM)

mechanism.

If the underlyingAQM mechanisnis in paclet mode,and

dropseachpacket with the samedrop probability regardless
of the paclet sizein bytes,then RED-PD5 treatmentof a

flow will be basedon its sendingratein packetspersecond.
In contrastjf theunderlyingAQM is runin bytemode where
thedroppingprobabilityfor anindividual pacletis afunction

of the paclet sizein bytes,thena flow’s pacletsaremarked

in proportionto its arrival ratein bytes/secratherthanin pro-

portionto its arrival ratein paclets/seclin thiscasetheprob-

ability thataflow is monitoreds afunctionof its sendingate

in bytes/sec.

We usedsimulationgo illustrateREDin bothpacletandbyte
mode. The TCP flows hadtwo differentround-triptimes,20
and80 ms, andtwo differentpaclet sizes,1000bytes(large
paclets)and 500 bytes(small paclets). In eachsimulation

19

4 x n flows were started,n for eachcombinationof round-
trip time andpaclet size. The graphsin Figure25 shaw the
resultswith n rangingfrom 1 to 5. They plot the fraction

of thethroughput(in bytes/secjecevedby eachtraffic type.

The upperleft graphshavs simulationswith RED in paclet

mode,andthelower left graphshowvs simulationswith RED

in bytemode.As we would expect,for RED in packet mode
theshortflowsrecevedhigherthrouphputhatthelongflows,

andwithin flows of thesameround-triptime, thelarge-paclet
flows receve higherthroughputthat the small-paclet flows.

WhenRED is run in byte mode, the throughputdifference
betweerthelarge-pacletandthesmall-pacletflowsis dimin-

ishedconsiderablyaseachflow recevesdropsin proportion
to its sendingratein bytes/sec.

A preferentialdropping mechanismbasedexplicitly on a
computedtarget_rate in either bytes/sor in pkts/s could
give the preferentialdropping mechanismmore control in
termsof flows with different paclet sizes. BecauseRED-
PD usesthe paclet drop history to detecthigh-bandwidth
flows, RED-PDS identificationof high-bandwidthflows de-
pendsonthepaclet-droppingdecisionsf theunderlyingac-
tive queuemanagementnechanism.The upperright graph
shavs RED-PD5 performancdor RED in pacletmode,and
thelowerright graphshavs RED-PD5 performancdor RED
in byte mode. Both the upperand lower right graphsshown
thatwith RED-PD theshort-RI'T large-pacletflowsreceves
lessbandwidth,andthelong-RTT flows receve significantly
morebandwidth.However, whentheunderlyingactive queue
managements run in byte mode, both of the short-R'T
flows are high-bandwidthflows, and have their throuphput
restrictedby RED-PD.Thus,to first order RED-PDinherits
thebiaseqin termsof bytes/seor pkts/secpf theunderlying
active queuemanagement.



