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O
utline

of
talk:

�

W
hy

do
w

e
need

end-to-end
congestion

control?

�

C
haracterizing

T
C

P
congestion

control

�

E
quation-based

congestion
controlfor

unicasttraffic.

�

E
quation-based

congestion
controlfor

m
ulticasttraffic.

�

R
elated

issues:
R

E
D

,
E

C
N

,
F

E
C

,
diff-serv,

C
M

(C
ongestion

M
anager),

and
others.
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S
ub-them

es:
�

T
he

Internet
is

a
w

ork
in

progress,
w

ith
no

centralcontrolor
authority,

m
any

players
independently

m
aking

changes,and
m

any
forces

ofchange
(e.g.,new

technologies,new
applications,new

com
m

ercialforces,etc.)

�

S
o

far,
the

success
of

the
Internet

has
rested

on
the

IP
architecture’s

robustness,
flexibility,

and
ability

to
scale,

and
not

on
its

efficiency,
opti-

m
ization,or

fine-grained
control.

�

T
he

rather
decentralized

and
fast-changing

evolution
of

the
Internet

ar-
chitecture

has
w

orked
reasonably

w
ellto

date.
T

here
is

no
guarantee

that
itw

illcontinue
to

do
so.

�

T
he

Internet
is

like
the

elephant,
and

each
of

us
is

the
blind

m
an

w
ho

know
s

only
the

partclosestto
us.

–
T

he
partofthe

InternetthatIsee
is

end-to-end
congestion

control.

3



W
hy

do
w

e
need

end-to-end
cong

estion
control?

�

Fairness.

�

To
avoid

congestion
collapse.

�

A
s

a
toolfor

the
application

to
better

achieve
its

ow
n

goals:
E

.g.,m
inim

izing
loss

and
delay,m

axim
izing

throughput.
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W
hat

is
the

fairness
goal?

(the
pra

gm
atic

answ
er)

�

N
o

connection/session/end-node
should

hog
the

netw
ork

resources.
–

T
C

P
is

the
dom

inanttransportin
the

Internet(90-95%
ofthe

bytes/packets)
–

T
he

currentInternetis
dom

inated
by

best-efforttraffic
and

F
IF

O
schedul-

ing
atthe

routers.
–

N
ew

form
s

of
traffic

that
com

pete
w

ith
T

C
P

as
best-effort

traffic
in

F
IF

O
queues

should
notbe

significantly
m

ore
aggressive

(or
significantly

less
aggressive).
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W
hy

is
fairness

a
concern?

S
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C
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S
im

ulations
show

ing
three

T
C

P
flow

s
and

one
U

D
P

flow
(w

ithoutend-to-
end

congestion
control),w

ith
a

congested
link

using
F

IF
O

scheduling.6



W
hat

is
the

fairness
goal?

(other
possib

le
answ

ers)
�

Fairness
goals

notdependentupon
pricing:

–
M

in-m
ax

fairness:
O

n
each

link
of

the
netw

ork,
each

entity
has

an
equalclaim

to
the

bandw
idth

ofthatlink.
(e.g.,Fair

Q
ueueing.)

–
G

lobal
fairness:

E
ach

entity
has

an
equal

claim
to

the
scarce

re-
sources

(w
here

an
entity

traversing
N

congested
links

is
using

N
tim

es
m

ore
scarce

resources
than

an
entity

traversing
1

congested
link).

–
O

ther
fairness

goals
...

�

Fairness
goals

related
to

pricing:
–

P
ricing:

F
or

som
e

services,bandw
idth

is
allocated

to
those

w
illing

to
pay

for
it.

(E
.g.,intserv,diffserv.)

–
C

ongestion-based
pricing:

T
he

“cost”
of

the
bandw

idth
on

each
link

varies
as

a
function

ofthe
levelofcongestion

(e.g.,the
packetdrop

rate).
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W
hy

is
cong

estion
collapse

a
concern?

C
ongestion

collapse
occurs

w
hen

the
netw

ork
is

increasingly
busy,butlit-

tle
usefulw

ork
is

getting
done.

P
rob

lem
:

C
lassicalcongestion

collapse:
P

aths
clogged

w
ith

unnecessarily-retransm
itted

packets
[N

agle
84].

F
ix:

M
odern

T
C

P
retransm

ittim
er

and
congestion

controlalgorithm
s

[Ja-
cobson

88].
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F
ragm

entation-based
cong

estion
collapse:

P
rob

lem
:

P
aths

clogged
w

ith
fragm

ents
of

packets
invalidated

because
another

fragm
ent

(or
cell)

has
been

discarded
along

the
path.

[K
ent

and
M

ogul,1987]

F
ix:

M
T

U
discovery

[K
entetal,1988],

E
arly

P
acketD

iscard
in

AT
M

netw
orks

[R
om

anow
and

F
loyd,1995].
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C
ong

estion
collapse

from
undelivered

packets:

P
rob

lem
:

P
aths

clogged
w

ith
packets

thatare
discarded

before
they

reach
the

receiver
[F

loyd
and

Fall,1999].

F
ix:

E
ither

end-to-end
congestion

control,
or

a
“virtual-circuit”

style
of

guarantee
that

packets
that

enter
the

netw
ork

w
illbe

delivered
to

the
re-

ceiver.

R
1

S
1

S
2

R
2

S
3

S
4

1.5 M
bps

128 K
bps

10 M
bps

10 M
bps

10 M
bps

T
C

P

U
D

P
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H
ow

can
end-to-end

cong
estion

control
be

useful
to

an
application

for
its

o
w

n
reasons?

�

In
an

environm
entofeither

per-flow
scheduling

or
sm

all-scale
statistical

m
ultiplexing:
–

T
he

loss
and

delay
experienced

by
a

flow
is

affected
by

its
ow

n
send-

ing
rate.

–
T

he
use

of
end-to-end

congestion
control

can
reduce

unnecessary
loss

and
delay

for
thatflow

.
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H
ow

can
end-to-end

cong
estion

control
be

useful
to

an
application

for
its

o
w

n
reasons?

P
art

2:

�

In
an

environm
ent

of
F

IF
O

scheduling
and

large-scale
statisticalm

ulti-
plexing

atallcongestion
points:

–
T

he
loss

rate
and

delay
experienced

by
a

flow
is

largely
independent

ofits
ow

n
sending

rate
(holding

the
congestion

controlbehaviorofallother
flow

s
fixed).

–
E

nd-to-end
congestion

controlcan
be

usefulto
a

flow
to

avoid
m

echa-
nism

s
thatcould

be
deployed

by
the

netw
ork

to
penalize

best-efforttraffic
thatdoesn’tuse

end-to-end
congestion

controlin
a

tim
e

ofcongestion.

�

Tragedy
of

the
com

m
ons

is
avoided

in
part

because
the

“players”
are

not
individualusers

determ
ining

their
ow

n
end-to-end

congestion
control

strategy
and

“gam
ing”

againstother
users.
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C
haracterizing

T
C

P
cong

estion
control

�

T
C

P
uses

A
dditive

Increase
M

ultiplicative
D

ecrease
(A

IM
D

).
–

D
ecrease

congestion
w

indow
by

1/2
after

loss
event.

–
Increase

congestion
w

indow
by

one
packetper

R
T

T.

�

In
heavy

congestion,w
hen

a
retransm

itted
packetis

itselfdropped,use
exponentialbackoffofthe

retransm
ittim

er.

�

S
low

-start:
startby

doubling
the

congestion
w

indow
every

roundtrip
tim

e.
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W
hy

not
use

T
C

P
for

unicast
stream

ing
m

edia?

�

R
eliable

delivery
is

notneeded.

�

A
cknow

ledgem
ents

are
not

returned
for

every
packet,

and
the

appli-
cation

w
ould

prefer
a

rate-based
to

a
w

indow
-based

approach
anyw

ay.

�

C
utting

the
sending

rate
in

half
in

response
to

a
single

packet
drop

is
undesirable.
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O
ther

possibilities
for

end-to-end
cong

estion
control

for
unicast

stream
ing

m
edia?

�

U
se

a
rate-based

version
ofT

C
P

’s
congestion

controlm
echanism

s,w
ith-

outT
C

P
’s

A
C

K
-clocking.

–
T

he
R

ate
A

daption
P

rotocol(R
A

P
)

[R
H

99].

�

A
IM

D
w

ith
differentincrease/decrease

constants.
–

E
.g.,decrease

m
ultiplicatively

by
3/4,increase

additively
by

3/7
pack-

ets/R
T

T.

�

E
quation-based

congestion
control:

adjustthe
sending

rate
as

a
function

ofthe
longer-term

packetdrop
rate.
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T
he

“stead
y-state

m
odel”

of
T

C
P

:
�

T
he

m
odel:

F
ixed

packetsize �

in
bytes.

–
F

ixed
roundtrip

tim
e�

in
seconds,no

queue.
–

A
packetis

dropped
each

tim
e

the
w

indow
reaches�

packets.
–

T
C

P
’s

congestion
w

indow
:�

, ��

, ��

+
1,...,�

�� ,�

, ��

,...
W

W
/2

W
/2 +

 1
W

/2 +
 2

W

T
im

e

C
ongestion

W
indow

�

T
he

m
axim

um
sending

rate
in

packets
per

roundtrip
tim

e:�

–
T

he
m

axim
um

sending
rate

in
byes

per
second:

� �� �

–
T

he
average

sending
rate	

:
	 


�����
� � �� �

�

T
he

packetdrop
rate� :

� 


�
������ �

�

�

T
he

result:

	 

� � ���� � 

� �� ��

�� �
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V
erifying

the
“stead

y-state
m

odel”
of

T
C

P
:

(1460-byte packets, 0.06 second roundtrip tim
e)

D
rop R

ate (P
erC

ent of A
rriving P

ackets D
ropped)
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S
olid

line:
the

sim
ple
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T
C

P
N

um
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lines:
sim
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results
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T
he

“stead
y-state

m
odel”

of
T

C
P

:
an

im
proved

version.

	 


�

� 		
���

"
�$#� 		���

���
� �� �" � #� ��

(1)

	

:
sending

rate
in

bytes/sec

�

:
packetsize

in
bytes

� :
packetdrop

rate

–
J.P

adhye,V.F
iroiu,D

.Tow
sley,and

J.K
urose,M

odeling
T

C
P

T
hrough-

put:
A

S
im

ple
M

odel
and

its
E

m
pirical

V
alidation

P
roceedings

of
S

IG
-

C
O

M
M

’98

18



E
quation-based

cong
estion

control:
�

U
se

the
T

C
P

equation
characterizing

T
C

P
’s

steady-state
sending

rate
as

a
function

ofthe
R

T
T

and
the

packetdrop
rate.

T
im

e

S
ending

R
ate

�

O
ver

longer
tim

e
periods,

m
aintain

a
sending

rate
that

is
a

function
of

the
m

easured
roundtrip

tim
e

and
packetloss

rate.
–

Loss
event:

O
ne

or
m

ore
packetdrops/m

arks
in

a
roundtrip

tim
e.

�

T
he

justification:
Itis

acceptable
notto

reduce
the

sending
rate

in
halfin

response
to

a
single

packetdrop.

�

T
he

cost:
–

Lim
ited

ability
to

m
ake

use
of

a
sudden

increase
in

the
available

bandw
idth.

19



G
iven

equation-based
cong

estion
control,

w
h

y
use

the
“T

C
P

-friendl
y”

equation?

�

B
ecause

best
effort

traffic
in

the
current

Internet
is

likely
to

com
pete

in
F

IF
O

queues
w

ith
T

C
P

traffic.

�

C
riteria

for
evaluating

an
equation

for
equation-based

congestion
con-

trol:–
S

tability,potentialfor
oscillations.

–
A

daptive
range:

R
ange

in
packetdrop

rate
needed

for
desired

range
in

sending
rate.

–
S

ending
rate

as
a

function
ofthe

roundtrip
tim

e?
(H

ow
does

this
generalize

to
m

ulticast?)
–

S
ending

rate
as

a
function

ofthe
packetsize?

	 

� �� ��

�� �

20



F
urther

evaluation
of

equation-based
cong

estion
control:

�

S
tability,oscillations.

�

S
ynchronization

am
ong

m
ultiple

flow
s.

�

Long-term
fairness

w
ith

respectto
T

C
P.

�

Transientperform
ance.

21



E
quation-based

cong
estion

control
in

an
environm

ent
w

ith
F

IF
O

sc
heduling

and
larg

e-scale
statistical

m
ultiple

xing:

�

P
acketdrop

rate
is

largely
independentofindividualflow

’s
sending

rate.

�

T
he

flow
m

onitors
the

long-term
packetdrop

rate,and
the

roundtrip
tim

e,
and

adjusts
its

long-term
sending

rate
accordingly.

�

B
enefit

over
T

C
P

:
S

m
oother

changes
in

the
sending

rate
in

response
to

changes
in

congestion
levels.

22



E
quation-based

cong
estion

control
in

an
environm

ent
w

ith
either

per-flo
w

sc
heduling,

or
sm

all-scale
statistical

m
ultiple

xing:

�

P
acketdrop

rate
is

in
parta

function
ofindividualflow

’s
sending

rate.

�

T
here

is
an

upper
bound

on
the

allow
ed

increase
in

the
sending

rate.
–

(Increase
in

sending
rate%

increase
in

packetdrop
rate.)

�

C
oncern:

T
he

steady-state
“m

odel”
assum

es
a

fixed
roundtrip

tim
e.

T
he

actual
roundtrip

tim
e

can
vary

significantly
as

a
function

of
the

sending
rate

(ifqueueing
delay

dom
inates

propagation
delay).

23



E
quation-based

cong
estion

control:
a

specific
proposal

–
Jointw

ork
w

ith
M

ark
H

andley,Jitendra
P

adhye,and
Joerg

W
idm

er.

�

T
he

receiver
averages

the
packetloss

rate
over

the
m

ostrecent
K

loss
intervals,for

K
=

4.
–

A
loss

intervalis
a

sending
period

ending
in

a
loss

event(e.g.,one
or

m
ore

packetdrops
in

a
w

indow
ofdata).

–
T

he
average

also
takes

into
account

the
K

+
1,

K
+

2,
and

K
+

3-rd
loss

intervals,w
ith

reduced
w

eights.
–

T
he

receiver
reports

the
loss

average
to

the
sender

once
per

R
T

T.

�

T
he

sender
averages

the
roundtrip

over
the

m
ost

recent
severalm

ea-
sured

roundtrip
tim

es,using
an

exponentialw
eighted

m
oving

average.24



�

U
sing

the
equation,the

sender
calculates

its
allow

ed
sending

rate.
–

Ifallow
ed

sending
rate&

currentsending
rate,decrease

sending
rate

dow
n

to
allow

ed
sending

rate.
–

Ifallow
ed

sending
rate'

currentsending
rate,increase

sending
rate,

butby
atm

ostone
packet/R

T
T.

–
Ifthe

sending
rate

is
less

than
one

packet/R
T

T,increase
the

sending
rate

m
ore

slow
ly.

25



�

S
low

-start:
–

Increase
the

sending
rate

by
a

factor
ssm

ult(e.g.,2)
each

R
T

T.
–

R
ate

increases
are

“sm
oothed

out”
over

a
R

T
T.

–
Tw

ice
the

receiver’s
reported

receive
rate

is
an

upper
bound

on
the

sending
rate.

�

If
tw

o
report

intervals
pass

w
ithout

receiving
the

expected
report

from
the

receiver,cutthe
sending

rate
in

half.

26



S
im

ulations
w

ith
T

F
R

C
:

T
C

P
-friendly

R
ate

C
ontrol

0

0.5 1

1.5 2

2.5

0
20

40
60

80
100

120
140

normalized throughput

N
o of tfrc flow

s

T
F

R
C

 O
nly, 15M

b/s R
E

D
, from

 tfrm
15.tcl

T
F

R
C

M
ean T

F
R

C
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S
im

ulations
of

T
C

P
and

T
F

R
C

flo
w

s

0

0.5 1

1.5 2

2.5

0
10

20
30

40
50

60
70

normalized throughput

N
o of tcp flow

s, no of tfrc flow
s

15M
b/s 250 bufs R

E
D

, from
 tfrm

6.tcl

T
C

P
T

F
R

C
M

ean T
C

P
M

ean T
F

R
C
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E
quation-based

congestion
controlfor

single-sender
m

ulticasttraffic:

�

A
dvantages

ofequation-based
congestion

controlfor
m

ulticast:
–

T
he

senderdoes
nothave

to
hear

aboutevery
packetdrop

from
every

receiver.
–

T
he

sender
responds

over
slightly-slow

er
tim

e
scales

than
does

T
C

P.

29



S
ingle-sender

m
ulticast:

sim
ple

congestion
control.

�

Ifreceivers
did

nothave
to

m
easure

their
R

T
T

to
the

sender:
–

E
ach

receiver
could

sim
ply

m
easure

its
packetdrop

rate.
–

S
om

e
m

echanism
could

be
used

(probabilistic
feedback,tree-structured

feedback)
for

the
sender

to
learn

the
w

orst-case
packetdrop

rate.

�

D
raw

back:
–

T
he

sending
rate

w
ould

be
lim

ited
by

the
com

bination
of

the
w

orst-
case

R
T

T
and

the
w

orst-case
packet

drop
rate,

even
if

these
tw

o
w

orst-
cases

w
ere

notexperienced
by

the
sam

e
receiver

[W
hetten

98].

30



S
ingle-sender

m
ulticast:

sim
ple

congestion
control,attem

pt#2:

�

A
ssum

e
that

all
m

em
bers

of
the

m
ulticast

group
have

synchronized
clocks

(e.g.,G
P

S
).

–
E

ach
receivercan

determ
ine

the
one-w

ay
tim

e
from

the
senderto

that
receiver.

�

T
he

sender
reports

its
currentsending

rate.

�

R
eceivers

know
from

their
com

bined
packetdrop

rate
and

R
T

T
w

hether
their

feedback
w

ould
cause

the
sender

to
slow

dow
n.

�

P
robabilistic

or
tree-structured

m
echanism

s
are

used
for

feedback
to

the
sender.
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S
ingle-sender

m
ulticast:

m
ore

com
plicated

congestion
control:

�

N
o

assum
ption

ofsynchronized
clocks.

�

R
eceivers

w
ith

high
packet

drop
rates

have
to

“m
easure”

their
R

T
T

to
the

sender
using

som
e

m
echanism

.
–

R
eceivers

know
from

theircom
bined

packetdrop
rate

and
R

T
T

w
hether

their
feedback

w
ould

cause
the

sender
to

slow
dow

n.
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O
ther

com
plications

introduced
by

m
ulticast:

�

H
ow

aggressively
can

the
sender

slow
-start?

�

D
oes

the
sender

need
positive

feedback
to

keep
on

sending,
or

do
re-

ceivers
have

the
responsibility

to
unsubscribe

if
their

congestion
control

feedback
is

notreaching
the

sender?

�

W
hatare

the
transienttraffic

dynam
ics

w
hen

round
trip

tim
es

are
chang-

ing
due

to
increased

queueing
delay,for

exam
ple?
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O
ther

approaches
to

congestion
controlfor

m
ulticasttraffic:

�

Intserv
(integrated

services)
and

som
e

form
s

of
diffserv

(differentiated
services)

elim
inate

the
need

for
end-to-end

congestion
control.

�

Layered
m

ulticast,
w

ith
receivers

subscribing
and

unsubscribing
from

layered
m

ulticastgroups.
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R
elated

issues:
E

xplicitC
ongestion

N
otification

(E
C

N
)

�

A
ctive

queue
m

anagem
ent(e.g.,R

E
D

)is
being

incorporated
into

routers.
–

R
outers

m
easure

the
average

queue
size,

and
probabilisticly

drop
packets

before
bufferoverflow

,as
an

indication
ofcongestion

to
end

nodes.

�

G
iven

that
routers

are
not

necessarily
w

aiting
until

buffer
overflow

to
drop

a
packet,routers

can
setan

E
C

N
bitin

the
packetheader

instead
of

dropping
the

packet,to
inform

end-nodes
ofcongestion.

�

E
C

N
is

an
experim

entaladdition
to

the
IP

architecture
[R

F
C

2481].
–

E
C

N
-C

apable
Transport(E

C
T

)
indication

from
sender

to
router.

–
C

ongestion
E

xperienced
(C

E
)

indication
from

router
to

receiver.
–

F
or

T
C

P,T
C

P
-levelfeedback

from
T

C
P

receiver
to

T
C

P
sender

about
E

C
N

indications.
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R
elated

issues:
the

C
ongestion

M
anager

�

T
he

C
ongestion

M
anager:

a
proposal

for
a

congestion
control

m
ech-

anism
that

w
ould

reside
below

the
transport

layer
(e.g.,

below
U

D
P

and
T

C
P

),
and

provide
integrated

congestion
controlfor

flow
s

that
share

the
sam

e
source-destination

pair
[H

R
S

99].

�

T
he

first
step:

congestion
controlprovided

by
the

sender,
for

flow
s

that
have

end-to-end
feedback

aboutpacketdrops/m
arks.

–
T

his
end-to-end

feedback
aboutlosses

could
be

atthe
transportlayer

(e.g.
T

C
P

),or
atthe

application
layer

(for
U

D
P

traffic).

�

A
longer-term

research
question:

congestion
controlprovided

by
a

col-
laboration

betw
een

the
sending

and
receiving

node,
including

detection
and

feedback
aboutpacketdrops/m

arks.
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