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Abstract. Many Internet customers use network address translatidm)Nhen
connecting to the Internet. To understand the extend of N#&lIga and its impli-
cations, we explore NAT usage in residential broadband ordisvbased on ob-
servations from more than 20,000 DSL lines. We present auenégpproach for
detecting the presence of NAT and for estimating the numbkosts connected
behind a NAT gateway using IP TTLs and HTTP user-agent sriRgrthermore,
we study when each of the multiple hosts behind a single NA&veay is active.
This enables us to detect simultaneous use. In additionyalaate the accuracy
of NAT analysis techniques when fewer information is avaia

We find that more than 90 % of DSL lines use NAT gateways to conttethe
Internet and that 10 % of DSL lines have multiple hosts thagative at the same
time. Overall, up to 52 % of lines have multiple hosts. Ourifigd point out that
using IPs as host identifiers may introduce substantiateead therefore should
be used with caution.

1 Introduction

Today, network address translation (NAT) is commonly usdenwresidential users
connect their computers and laptops to the Internet. Indeedt ISPs typically offer
WiFi-enabled NAT home gateways to their broadband custenidrese NAT gateways
enable customers to easily and swiftly connect severalcdsvio the Internet while
needing only one public IP address. The prevalence of NATcdevand the number
of terminals connected through a NAT gateway thus has iragtios on whether a
public IP address can be used as a unique host identifier &risl fossible to estimate
population sizes, e.g., malware infections, using IP askire

We, in this paper, analyze residential NAT usage based omyaniaed packet-level
traces covering more than 20,000 DSL lines from a major EemodSP. We exam-
ine the number of DSL lines using NAT and how many distinctices or hosts are
connected via such NAT gateways. Furthermore, for DSL Isteswing evidence of
activity by more than one host we also study if these hostsised concurrently.

While common wisdom holds that NAT is widely used in residmetworks and
that IP addresses are problematic end-host identifiersecent study reported num-
bers on NAT penetration or quantified the error potentiaHrtb—end-host mappings.
Most previous studies on identifying NAT gateways and infegr the number of hosts
behind such gateways rely on information available in thekpheaders, e. g., IPIDs,
IP TTLs, or ports. Our approach takes advantage of HTTP agent information in
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addition to IP TTLs. In 2002, Bellovin [2] proposed and dissed the possibility to
identify end-hosts by leveraging the fact that IPIDs areallgimplemented as a sim-
ple counter. He found that this approach is limited in itsleaility. Nowadays some
IP-stacks even implement random IPIDs, further reduciegatplicability of this ap-
proach. Beverly [3] evaluated several techniques to perfb€P/IP fingerprinting and
found a host count inflation due to NAT by 9% based on a one hragetfrom 2004.
Phaal [10] also takes advantage of the IP TTL. Furthermbezetis work in the area
of OS fingerprinting, e. g., Miller [7].

Armitage [1] performed a measurement study in 2002 by afte@uake IIl servers
at well connected Internet sites and monitoring the incgeonnections. He identified
NATed players by checking for non-default Quake client pamd found that 17—-25 %
of the players where located behind a NAT. Xie et al. [11] krée-to-host bindings
over time for counting hosts. However, they consider althidghind a NAT gateway
as a single host. Casado et al. [4] use active web contentlgznNAT usage and IP
address churn. By comparing local to public IP addressesfihe that 5-10 % of IPs
contactingthe monitored web services have multiple hosts over a 7 month period.

In previous work [5] we showed that many distinct IP address® assigned to
the same DSL line and that IP addresses cannot be used tayétiantify end hosts.
While Casado et al. [4] found relatively low IP address chiXie et al. [12] came to a
similar conclusion as we. In this paper we show that the §tinds even worse because
multiple hosts share one of these fluctuating IP addresgeg NAT.

Our analysis of NAT usage shows that roughly 90 % of the stiililiiees connect to
the Internet via a NAT gateway, presenting a high potential® ambiguity. Indeed, in
our 24 h data sets 30-52 % of the DSL lines host multiple ergishVhen considering
shorter observation periods, 20% of the DSL lines show #gtfirom two or more
hosts at least once within 1 hour. Even with time-frames aststs 1 sec, 10 % of the
DSL lines show activity from multiple hosts. These resuligpbasize the large error
potential of techniques that rely on an IP address to unygdehtify an end-host.

The remainder of this paper is structured as follows: We ril@sour data sets in
Section 2 and explain our methodology in Section 3. Next, vesent our results on
NAT usage and the number of hosts in Section 4 and the impabioofer time-scales in
Section 5. We then critically discuss our findings in Seci@md conclude in Section 7.

2 Data Sets

We base our study on multiple sets of anonymized packet-ddgervations of residen-
tial DSL connections collected at a large European ISP. Bataymization and clas-
sification is performed immediately on the secured measem¢mfrastructure. Over-
all, the ISP has roughly 11.5 million (4%) of the 283 milliorosdwide broadband
subscribers [8]. They predominantly use DSL. The monitesmg Endace monitor-
ing cards, operates at the broadband access router carmeastomers to the ISP’s
backbone. Our vantage point allows us to observe more th&@0QMSL lines. The
anonymized packet-level traces are annotated with anasdrDSL line card port-
IDs. This enables us to uniquely distinguish DSL lines silftaddresses are subject to
churn and as such cannot be used to identify DSL lines [5]I&\Whé typically do not



NAT usage in Residential Broadband Networks 3

Table 1. Overview of anonymized packet traces.

Name Start date Duration Size
SEP08  Thu, 18 Sep 2008 24h~4TB
APR09  Wed, 01 Apr 2009 24h~4TB
AUGO09a Fri, 21 Aug 2009 24h ~6TB
AUGO09b Sat, 22 Aug 2009 24h~5TB
MAR10 Thu, 04 Mar 2010 24h~6TB

experience any packet loss, there are several multi-squenabls with no packets (less
than 5 minutes overall per trace) due to OS/file-systemawtens. Table 1 summarizes
characteristics of the traces we used for our analysisjdcty the trace start, duration,
and size.

3 Methodology

To analyze NAT usage among residential customers we hafi¢ igtentify lines that
use a NAT gateway (e. g., a home router) to connect to theretand(ii) differentiate
between the hosts behind the NAT gateway.

3.1 Detecting the presence of NAT

To detect whether NAT is used on a DSL line, we utilize the fhat OSes networking
stacks use well-defined initial IP TTL valuasl () in outgoing packets (e. g., Windows
uses 128, MacOS uses 64). Furthermore, we know that our animgjtpoint is at a well
defined hop distance (one IP-level hop) from the customeysipeent. Since NAT
devices do routing they decrement the TTLs for each packetphisses through them.
We note that some NAT implementations might not decremen®tiL, however, per
Section 6, we do not find evidence that such gateways are ysedrluser population
in significant numbers.

These observations enable us to infer the presence of NAGdbas the TTL val-
ues of packets sent by customers. If the TTltlg;; — 1 the sending host is directly
connected to the Internet (as the monitoring point is onedvegyy from the customer).
If the TTL is ttljniy — 2 then there is a routing device (i. e., a NAT gateway) in the cu
tomers’ premises.

We note that users could reconfigure their systems to uséeaatif TTL. However,
we do not expect this to happen often. Indeed, we do find tmaostl all observed
TTLs are betweertl;;; — 1 andttl,; — 3. While there are some packets with TTL
values outside these ranges, they contribute less than aféckets (1.7 % of bytes).
Moreover, approximately half of those are due to IPSEC whids a TTL of 255 and
no other TTL has more than 0.44 % of packets. Given the low reurabsuch packets,
we discard them for our NAT detection.

A NAT gateway can come in one of two ways. It can be a dedicaseelepy (e.g.,
a home-router) or it can be a regular desktop or notebookhtmalnternet connection
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Table 2. First network activity example Table 3. Second network activity example

From Pkt Hdr From HTTP User-Agent From Pkt Hdr From HTTP User-Agent
TTL Proto os Family Version TTL Proto os Family Version

63 53/DNS - - — 63 53/DNS - - -
126 80/HTTP Win2k Firefox 2.0.1 63 80/HTTP Linux Firefox 3.0.1
126 80/HTTP WinXP Firefox 3.0.2 62 80/HTTP Linux Firefox 3.0.1
126 80/HTTP WinXP MSIE 6 126 80/HTTP WinVista MSIE 8
126 80/HTTP WinXP Firefox 2.5.1 126 80/HTTP WinVista Firefox 3.0.2

sharing activated. A dedicated NAT gateway will often dileinteract with Internet
services, €. g., by serving as DNS resolver for the local agtwr for synchronizing its
time with NTP servers. Moreover, they generally do not shefWWeb or use HTTP.

3.2 Number of hostsper DSL line

We also want to count how many hosts are connected to eachib&behind a NAT
gateway to enable us to estimate the ambiguity when usingldiFeases as host iden-
tifiers. A first step towards identifying a lower bound for thember of hosts per line
is to count the number of distinct TTLs observed per line.dRé¢bat Windows uses a
ttlini: of 128 and that MacOS X and Linux use 64 and that most of therobdel TL
values are within the ranges of 61-63, and 125-127. Thegesare far enough apart
to clearly distinguish between them at our monitoring poiterefore, we can use ob-
served TTLs to distinguish between Windows and non-Windo®ss, yet we cannot
distinguish between distinct Windows systems. This is tinfaate, as analyzing HTTP
user-agents shows that Windows is the dominant OS in oumpagrration.

However, we can use additional information to distinguielth. HTTP user-agent
strings of regular browsers (as opposed to user-agengstrised e. g., by software
update tools or media players) include information aboai@I$, browser versions, etc.
This can help us differentiate between hosts within the s@®&damily. We find that
up to 90% of all active DSL lines have user-agent strings tioatain such OS and
browser version information. In addition, we often obsesegeral different OS and
browser combinations on a single line. We theorize, thatdioisers tend to keep pre-
installed (OS and browser) software, rather than installire same software on each
of their machines.

For example, consider the summary of all network activitpoé DSL line in Ta-
ble 2. We see a directly connected device (TTL 63tm — 1) thatis only using DNS.
According to our definition in Section 3.1 this device is slfied as a dedicated NAT
gateway. We also observe TTLs of 126, which is consisterit a’Vindows OS behind
a NAT gateway. Examining the HTTP user-agent strings we lsaehbioth Win2k and
WinXP are present. Thus, we can assume that there are atiemndistinct hosts be-
hind the NAT gateway. However, we also see that the WinXP &S aeveral different
browser families and versions. While it can happen thatsusse two different browser
families on a single host (e. g., MSIE and Firefox), it seeatlker unlikely that they use
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differentversions of the same browser family on the same host. Using this raléthe
two different Firefox versions on WinXP indicate two distirhosts, yielding a total of
3 end-hosts.

Or consider the example in Table 3. Here we also see a direatigected device
(TTL 63), however there is also HTTP activity with the same . TWe therefore clas-
sify this device as a host. We also see TTLs that are consisitnmNATed Windows
and Linux systems, so we conclude that the directly condedéwice serves a dual
function: as NAT gateway and as regular computer. Moreaversee one OS/browser
combination with TTL 62—another host. For TTL 126 we see affipVista as OS but
two different browser families, which likely indicates jusne host with both Firefox
and MSIE installed. Overall, we infer for this example thadre are 3 active hosts.

3.3 A NAT analysistool

We develop a small C prograr,| st at st, to implement our NAT analysis. For each
DSL line, the tool records whether a particular protocol wasd by that line, which
TTL was used in packets of this protocol, and for HTTP whicértegents were used.
To identify protocols we use their well-known ports, whichnks well for the protocols
we consider [5].

For HTTP we parse the user-agent strings and extract thatpgisystem (OS)
version and the browser version. We limit our analysis ta-agent strings from typ-
ical browsers (Firefox, Internet Explorer, Safari, and @peuser-agents from mobile
hand-held devices (see [6]), and gaming consoles (Wii, XPteyStation). We do not
consider other user-agents (e. g., from software updaets)i since those often do not
include OS information or host identifiers. To estimate adotound for the number of
hosts behind a NAT gateway we use two approaches:

OSonly We only count differentTTL,0S) combinations as distinct hosts.

OS + browser version For eachlTTL,0S) combination we also count the number of
different browser versions from the same browser family igtirett hosts. Fire-
fox and Internet Explorer are examples of browser familde. do not consider
different browser families as additional hosts.

In our first example abov@s only yields a host count of 2 whil®s + browser version
yields a host count of 3. In our second example both countiethads yield a host
count of 3: one Linux system that is used as gateway and negiaputer, one NATed
Linux system, and one computer with Windows Vista.

3.4 NAT analysisfor different data set types

Often the kind of data (anonymized packet-level informmaticith HTTP) we use for
this NAT analysis is not available. However (anonymized)i#Tlogs might be more
readily available. Yet, IP/TCP header only traces are comimthe measurement com-
munity as well. Thus, we compare how well NAT analysis scheperform when less
information is available. For this we use several reducédrination data sets, and
repeat the analysis.

1 Our analysis scripts available online.
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Table4. Overview of results. Top three rows are relative to total hanof active lines, remaining
rows are relative to “Lines with active hosts” (B.2), i. ear C.1-E.2 100 % is equivalent to B.2.

Ref. Description SEP08 APR09 AUG09a AUG09b MAR10

A.1 Lines using NAT 89% 91% 92% 92% 93%
B.1 Lines on which only dedicated NAT is active 9% 10% 14 % 18 %0 %l
B.2 Lines with active hosts (NATed and unNATed) 91% 90% 86% %82 90%

C.1 Lines with unNATed Windows 9% 8% 7% 7% 6%
C.2 Lines with unNATed Linux/Mac 1% 1% 1% 1% 1%
D.1 Total systemsds only) 141% 142% 143% 140% 145%
D.2 Total systemsdS + browser version) 155% 162% 179% 172% 185%
E.1 Lines with> 1 host OS only) 30% 31% 31% 30% 32%

E.2 Lines with> 1 host ©S + browser version) 36% 39% 49% 46% 52%

4 NAT usage/hosts per DSL line

In this section we present the results from our NAT analyafs first discuss the preva-
lence of NAT devices at DSL lines before continuing with theener of hosts per line.
Finally, we investigate NAT detection with different dat ypes.

4.1 NAT usage

Overall, we find that NAT is prevalent and that the vast méjasf DSL lines use NAT
to connect hosts to the Internet. We also find that a signifitamber of lines connects
more than one host. Table 4 summarizes our key findings. Mateate term a device
or hostactiveif it sent IP packets during the trace. More than 90 % of lintdiza NAT
(Table 4, row A.1). This result differs from the findings ofrAitage [1] from 2002
who only found 25 % of the IPs were behind a NAT. On 9-18 % ofdi(&.1) we only
observe traffic that we attribute to the NAT gateway and nificrrom regular hosts
We note that this traffic could also be caused by a directlyneoted, unused host.
However, unused hosts might still check for software or-gintis updates using HTTP,
and would thus be counted as a host. The remaining lines (82;8.2) have active
hosts (those lines may or may not be NATed).

We next take a closer look at DSL lines with active hosts andrd@ne how many
of these lines are using NAT. We find that only 7-10% (C.1 ar®j 6f lines with active
hosts are not NATed, i. e., there is only one host which isctliyeonnected.

Finally, we investigate how many more hosts than lines aesgnt: the ratio of
detected hosts to the number of lines. In rows D.1 and D.2 we& ghe number of
observed hosts relative to the number of lines with activetdid-or D.1 we use the
heuristic which counts every unique TTL and OS combinat®a aeparate hosD§
only). For row D.2 we also increment the per line host count if wesstee TTL-OS com-
binations with multiple versions of the same browser fanjiyg + browser version).
According to our definition, we will always see more hostsithaes with active hosts.

2. e., we observe only traffic with TTL 63 and no HTTP activity.
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Fig. 1. Fraction of DSL lines vs. number of hosts per line $&#P08 andAUG09a

However, the differences are strikingly large—up to 1.8%$ as many hosts than lines
in MAR10 using theOS + browser version counting method. Independent of the esti-
mation method the number of hosts behind NAT devices, ourdmsts, are far larger
than the estimations by Beverly [3] from 2004, who estiméltedD times more hosts
than IPs. This difference might be due to 6 additional ye&diNAT gateway deploy-
ment, different vantage points (Internet peering/exclegrant vs. broadband access),
different observation periods (1 h vs. 24 h), and/or infaiorabase (SYN trace vs. TTL
plus HTTP logs).

4.2 Number of hostsper line

Given that we see so many more hosts than lines with activis hwe next investigate
lower bounds for the number of lines with more than one hosarge fraction of such
lines implies many public IP addresses with more than ong tiass limiting the utility
of IPs as host identifiers. We see that 30—52 % of lines have ithan one active host
(Table 4, rows E.1 and E.2). We note that betwa®R09 and AUG09a the number
of lines with more than one host increases significantlg ¢ browser version, row
E.2). We attribute this to an increase in browser heteragerfeollowing the release
of MSIE 8 in late March 2009, we observe a significant share 8186, 7, and 8
in AUGO09, while only MSIE 6 and 7 have a significant shareSEP08 and APR09.
Consider the example that two hosts use a DSL-line and beth\WenXP and MSIE 7.
In this case we cannot distinguish between them. Howewvangfis upgraded to MSIE 8
while the other is not, then we can distinguish them.

In Figure 1 we present a more detailed look by plotting thetfoa of lines with
n hosts. We only present plots fSEP08 andAUG09a, the other traces exhibit similar
behavior. We focus on the bars labeled™first. Note that we observe up to 7 % of
lines with more than 3 hosts. We also investigate whetherhigh number of lines
with multiple hosts is due to several computers (PCs or M) are used via the
same line or whether mobile hand-held devices (e. g., iP§)ppegame consoles (e. g.,
Wii) are responsible for this. We identify these devices kgraining the HTTP user-
agent string. If we exclude mobile hand-held devices andegeonsoles, still 25-28 %
(OS only; 34—45 % withOS + browser version) of lines have more than one host (not
shown). Therefore, we conclude that the number of DSL linigs multiple end-hosts
is only slightly influenced by mobile devices. In [6], we istiggated mobile device
usage in detalil.
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4.3 NAT analysiswith different data set types

As discussed in Section 3.4, we also use reduced data“seps, (no TTL", and“no
useragent”) and compare the NAT usage estimates to those based on tuatalset
available to us“all”). Figure 1 compares the number of hosts per line for the riffe
ent data sets. Note, without HTTP user-agent data there @ffesence between the
scheme forOS only and OS + browser version. Most accuracy is lost when relying
on IP TTL only (‘no useragent”). Removing the IP TTL“po TTL") information shows
slightly better results. Compared tall” information using HTTP logs annotated with
TTL information (but discarding all non-HTTP activit$http”) gives a very good esti-
mate of NAT prevalence.

5 Impact of shorter time-scales

So far we have limited our discussion to a static view of NARdsor, i. e., we analyzed
whether a DSL line is NATed and how many hosts are connectethis line. If a line
has more than one host, IP addresses cannot be reliably sisesidentifiers when
considering time-scales of one day (our trace durationwéder, it is possible that
even though a line has two hosts, the first host is only actitké morning while the
second host is only active in the evening. Thus, althoughrkéas two hosts, they are
not used at the same time. This can reduce the ambiguity of uBiaddresses as host
identifiers over smaller time intervals (e. g., by utilizitigeouts).

5.1 Analysisapproach

To answer if multiple devices are used at the same time, weatartheminimal inter
activity time (mIAT) between any two HTTP requests issued by two differerst lom
the same DSL line. If we observe eAT of T seconds then we know that two or more
distinct hosts were active at this line withinseconds. As we need timestamps for this
analysis we cannot use the output of thé st at s tool (Section 3.3) as it aggregates
all activity of a line for scalability reasons. Thereforeg vevert to using HTTP request
logs, which corresponds to thettp” data type and use th@S only counting method.
These logs include timestamps for every request. We relyrofd for HTTP parsing.

5.2 Resaults

In Figure 2 we plot the fraction of lines with two or more hokisincreasingnlATSs.
This plot enables us to study how close in time two (or moresthare active via the
same line. This allows us to estimate by how much ambiguityteareduced by using
atimeout, i. e., by using the IP-to-host mapping only fomaitied time.

Even with intervals as low as 1 sec we observe more than 10 %sbflDes with
multiple hosts (12 % foMAR10). When consideringnlATs of 1 h, around 20% of
lines have activity from multiple hosts (18 % f6EP08 up to 22 % forMAR10). We
thus conclude that if a line has multiple hosts they are yikadtive at the same time
or within a short time period. We see the lines starting telle¥f at around 10 h. This
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Fig. 2. Fraction of DSL lines with more than one active host withinaatigular time interval
usingOSs only.

is likely due to the time interval that users actively usdrthemputers, as opposed to
using them around the clock. We confirm these results by apgptye static analysis
(see Section 3.2 and Section 4.2) for slices of the traces,we subdivide each trace
into time bins of 1, 5, 10, 30, and 60 minutes and repeat thiysindor each bin.

6 Discussion

This study aims at estimating the number of active end-h&rsD$L line. Our method-
ology will likely underestimate the number of end hosts jregd, since we cannot dis-
tinguish between hosts with identical OS and browser saéiwahis actually renders
our approach problematic for networks with homogeneous@it/are installations
(e.g., businesses). However, our approach already rexsaisificant number of hosts
per DSL line. Furthermore, the DSL lines in our data sets@aredsidential customers.
The ISP also offers different but comparable DSL plans foalstousinesses. Pars-
ing additional application protocol headers might reverligonal hosts that were not
counted, e. g., P2P peer IDs, however only a small fractidDSif lines use P2P [5].

On the other hand there are factors that can bias our resulésds overestimating
the number of hosts per DSL line: Our method counts a compl#rhas two OSes
installed (e. g., in a dual-boot or virtualized setup) as different hosts. Yet, it is ques-
tionable if it is wrong to count them as separate hosts. Likewif a user updates his
browser during our observation period we also count the saaghine twice. How-
ever, these artifacts decrease as we consider shortefraimes since it requires time
to reboot another OS and/or update a browser. Thereforeegudts for smalmlATs
are reasonable lower bounds for the number of hosts per line.

We further note that some NAT gateway might not decremenfifie If such a
NAT gateway is used, we would classify the DSL as unNATed. ey, if multiple
hosts are connected through such a gateway, we are ableett ttegm. We have not
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found any evidence that a significant number of such noneteenting gateways is
used by our user population.

7 Conclusion

We presented a novel approach for detecting DSL lines tlehasvork address trans-
lation (NAT) to connect to the Internet. Our approach is dblenfer the presence of
a NAT device and to provide lower bounds for the number of fioennected behind
the NAT gateway. For lines with multiple hosts connected Ige atudied the temporal
behavior to see whether multiple hosts are active at the $imnee Our approach re-
lies on IP TTL information and HTTP user-agent strings andawalyze the accuracy
when using less information (e. g., TTLs only, or user-agémngs only) for the NAT
analysis. We find that most accuracy is lost when user-agi@mgs are omitted.

We find that 10 % of DSL lines have more than one host acthe same time
and that 20 % of lines have multiple hosts that are activeiwithe hour of each other.
Overall 30-52 % of lines have multiple hosts. These resulttetscore the perils in-
volved when using IPs as host identifiers.

In future work we plan to investigate NAT behavior over a ne@mbf consecutive
days and to augment our analysis with IPIDs and ephemertd.@@ombining IP ad-
dress churn [5] and NAT behavior, we further plan to assessffect and potential
error of utilizing IPs as host identifiers.
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