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I. INTRODUCTION Positives over the sum of True Positives and False Positives

What is the best traffic classification method to date? U the percentage of flows that are properly attributed toergi
der what conditions? WhyBespite a plethora of research de@pplication by this algorithmRecallis the ratio of True Pos-
voted to traffic classification and a variety of proposedfitaf itives over the sum of True Positives and False Negatives, or
classification methods, the research community still dags ihe percentage of flows in an application class that are cityre
have definitive answers to these questions, and the taskfof tidentified. Aggregate precisions the ratio of the sum of all
fic classification remains unapproachable and confusing forftue Positives to the sum of all the True Positives and False
practitioner. Positives for all classes. We apply the two former metrics to
Rigorous comparison of various classification methods @yaluate the quality of classification results for eachiapfibn
challenging for three reasons. First, there is no publighila class and the latter metric to characterize the overallracgu
able payload trace set, so every method is evaluated usingf& classifier on the whole trace set. FinafyMeasurecom-
different set of locally collected payload traces. Secand, bines precision and recall into a single metric by takingrthe
isting approaches use different techniques that traclergifft harmonic mean2 x precision x recall/(precision+recall).
features, tune different parameters and use differentitiefis e use this metric to compare and rank per-application perfo
and categorization of applications. Third, more often thay Mance of 20 machine learning algorithms included in WEKA.
authors do not make their developed implementation codes pu T0 establish a ground truth, we used the payload-based clas-
licly available once they publish their results. sifier [4] augmented with more signatures from [3] and manual
To address these challenges, we have conducted a compayload inspection.
hensive and coherent evaluation of three traffic classificat
approaches: port-based, behavior-based, and statistiea I1l. RESULTS
each approach we selected a representative toQI to tesmj-(_:oA_ CoralReef
Reef [1], BLINC [4], and WEKA [2], correspondingly. In this
paper we present the results of our comparison, debunkctra]f‘ﬂI
classification myths, identify caveats, and suggest praldips.

Despite the common parlance that ports are no longer use-
in identifying application, port-based tools such as&lo
Reef still achieve high precision and recaH 90%) for several
legacy applications and protocols such as DNS, SNMP, NTP,
News, Mail, Chat, SSH, and WWW. Port-based tools can clas-
A. Data set sify these applications accurately because i) they mostyde-

The dataset we used for testing consisted of seven payldadit ports; and ii) their default ports are seldom used hept
traces collected at two backbone and two edge links locataplplications.
in US, Japan, and Korea (Table I). The PAIX backbone tracesCoralReef fails to yield accurate classification results in
were taken on OCA48 links of an US Commercial Tier 1 backhe following three cases: (i) when applications mostly use
bone link that connects San Jose and Seattle. The WIDE traghemeral ports, e.g., P2P and passive FTP data transfer; (i
was captured at a 100 Mb/s Ethernet US-Japan transoceawiien default ports of an application coincide with port mas-
link that carries commodity traffic for WIDE member organiquerading P2P applications, e.g., streaming and game; ports
zations. The Keio traces were collected on a 1 Gb/s Ethermeid (iii) when default ports of an application overlap witlb$e
link at Keio University Shonan-Fujisawa campus. The KAIS®f others, e.g., SHOUTCAST Streaming uses port 8000, which
traces were captured at one of four external links conngetin is also used by some WWW servers.
1 Gb/s KAIST campus network to KOREN, a national research
network in Korea. B. BLINC

Diverse geographic locations, throughput, and applicatio

. . X BLINC implements a behavior-based approach to traffic
mix represented in these data allow us to test the traffic cla; e ' .

e ; . . Classification: it captures the profile of a host, in termsed-d
sification tools under a wide variety of conditions.

tinations and ports the host talks to, identifies applicetithe
host is engaged in, and then classifies traffic flows. For this

II. COMPARISON METHODOLOGY

B. Metrics

To measure the performance of a classification method wéTrue Positives is the number of correctly classified flowss€&dositives is

f tri .. I t L. dF the number of flows falsely ascribed to a given applicatiord Balse Nega-
use four metricsprecision recall, aggregate precisionandr- g eq is the number of flows from a given application that atedly labeled as

Measurg[7]. The precisionof an algorithm is the ratio of True another application.



TABLE |. CHARACTERISTICS OF ANALYZED TRACES

Set Date Day | Start Duration | Linktype | Src.IP Dst.IP Packets | Bytes | Avg. Util | Avg. Flows (per 5 min.)| Payload
PAIX-I 2004-02-25| Wed | 11:00 | 2h backbone | 410K 7465 K 250 M 91G 104 Mb/s | 1055 K 16 Bytes
PAIX-II 2004-04-21 | Wed | 19:59 | 2h2m backbone | 2275 K | 17748K | 1529 M | 891G | 997 Mb/s | 4651 K 16 Bytes
WIDE 2006-03-03 | Fri 22:45 | 55m backbone | 263 K 794 K 32M 14 G 35 Mb/s 312K 40 Bytes
Keio-I 2006-08-06 | Tue 19:43 | 30m edge 73K 310K 27TM 16 G 75 Mb/s 158 K 40 Bytes
Keio-II 2006-08-10 | Thu 01:18 | 30m edge 54 K 110K 25M 16 G 75 Mb/s 92 K 40 Bytes
KAIST-I 2006-09-10 | Sun | 02:52 | 48h12m | edge 148 K 227K 711 M 506 G | 24 Mb/s 19K 40 Bytes
KAIST-Il | 2006-09-14 | Thu | 16:37 | 21h16m | edge 86 K 101 K 357 M 259 G | 28 Mb/s 21K 40 Bytes

study, we extended BLINC code to generate node profiles discriminating. Correlation filters produced better featsets
not only sourc€lP, por} pairs but also of destinatiofiP, pory leading to a higher aggregate precision than consistereysfil
pairs. The modified code, Reverse BLINC, improved the aggraid, which is consistent with the results of [5], [6].

gate precision on backbone traces by as much as 45%, since iwe then divided each trace into a set of 5 minute interval sub-
those traces one of the two directions of traffic is often mgs traces and trained algorithms on each sub-trace. Next,stexte
due to asymmetric routing. However, the code extensiongiimaehe resulting classifier on several other sub-traces, byagirg
doubles the memory usage and running time. the results over all runs.

BLINC has 28 different parameters to tune. For traces cap-The Random Forest (Decision Tree based) algorithm [7]
tured on the same link, the optimal threshold values rendainghowed the best aggregate precisis®(% for every trace) not
nearly the same. For traces from different links, sepatatimg only among the 20 different machine learning algorithms but
was necessary to prevent degradation of the aggregatasipreciamong all the techniques that we have evaluated in this study
by 10%-20%. Our experience with BLINC classifier also sugdowever, its per-application performance highly variesoas
gests that one should tune parameters for P2P applicatists fdifferent applications and traces.
because almost every module in the code checks them. Generally, Rule-based and Decision Tree-based algo-

Once tuned, BLINC classifies WWW, DNS, Mail, Chat, FTRjithms [7] outperformed others in both aggregate precisiah
and Streaming flows with-90% precision. However, recall val- per-application F-Measure. However, we could not find any
ues for these applications are lower than precision vagiese single machine learning algorithm that would yiel®0% pre-
all classification is threshold-based: the number of apfibm cision and recall on all applications even in a single trace.
flows from a given source should exceed a certain thresholdWe are still experimenting with tuning parameters of maehin
order to trigger a classification attempt. If there are nougih learning algorithms including training algorithms usiniéfet-
flows from this source, then this traffic remains unclassifiegnt training sets with different sampling size, applicatiix,
DNS, Mail, and Chat have lower recall in backbone traces thand feature sets to investigate their impacts on aggregaté p
in edge traces, because even Reverse BLINC could not cajgn, per-application precision and recall. We are alsairind
ture those application flows when server flows were missimgt key features for each application in all of our traces.
from backbone traces. Recall on FTP, Streaming, and Game is
always lower than 25.8% across all traces, since behawger si IV. CONCLUSIONS

natures of BLINC for these applications do not cover the fol- .
. o . For every method we evaluated, P2P, Games, and Streaming
lowing cases: (i) when a Streaming or FTP server concugrent] = ="~ . .
. o S . applications were harder to identify than other converaiap-
provides any other application services; (ii) when a Garieatl

sends any TCP flows or talks to only a small number of desﬁl-'cat'ons' Unique character|§t|cs of thesg apphcatmag not
nation hosts. e captured by currently available techniques which foaus o

With proper tuning, BLINC reliably identifies P2P flows,Only one type of information: port number, behavior patiern

particularly when we apply CoralReef first to filter out DNSY flow characteristics. We propose to build a combined clas-

flows which BLINC often misclassifies as P2P. When appliegi:ll?rr];’:’rheéf_:mSiitlcr;gtiéiChgr'?OL:(:‘T]sairci C?/\rlifglrlg gs:rfr:rt}ecb_bas
to the remaining flows, BLINC achieves85% precision in per-app P ; yeexp

o 2r,‘genting with various combinations of CoralReef, BLINC, and
terms of flows on P2P applications. However, recall of P . . . e :
machine learning algorithms. Preliminary results looknpio

traffic in terms of bytes is significantly lower than flow rdcal . : o
We conjecture that this difference in recall is due to tha fal'd" We intend to present our future findings at the Workshop.
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