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Abstract

Wireless and satellite networks have non-negligible emates that can significantly influence TCP per-
formance because TCP considers every packet loss as aatordi€congestion, and thus throttles the packet
transmission rate. Explicit transport error notificati®@TEN) mechanisms can aid TCP in distinguishing
packets that are lost due to congestion from ones that arelesto corruption. If TCP can retransmit a
packet lost due to corruption without needlessly redudiggttansmission rate, a performance benefit can
be realized.

In this study we propose two types of ETEN mechanismspdi)packet mechanisms that notify end-
points of each detected corruption; and ¢i)mulative mechanisms that notify endpoints of aggregate cor-
ruption statistics. We have implemented the proposed nmésima in the ns-2 simulator. We present simula-
tion results on performance gains achievable for TCP Redd &P SACK, using ETEN mechanisms over
a wide range of bit error rates and traffic conditions. We caraf CP Reno and TCP SACK enhanced with
ETEN mechanisms against TCP Westwood, which uses a bardestimation strategy in place of the tra-
ditional AIMD congestion avoidance algorithm. We discuse tssues related to the practical deployment
of ETEN mechanisms: corruption detection mechanisms (agid¢o-operation with ETEN-based recovery
in the transport layer) and security aspects. We includemaeendations for further work. Our conclusions
from this study are:

1. per-packet ETEN mechanisms offer substantial gains Ik BGP goodput in the absence of con-
gestion; however, in the presence of congestion TCP caoingeatoidance mechanisms dominate
resulting in insignificant gains from ETEN

2. the proposed per-packet mechanisms provide useful lnooeds on performance that can be used to
evaluate future proposals of per-packet and cumulativeNEfEEhniques

3. per-packet mechanisms present significant challengesatdical implementation by providing a new
opportunity to exploit Internet security vulnerabilitiaad by requiring intermediate nodes to reliably
extract information from the headers of corrupted packets

4. cumulative ETEN techniques are more attractive to impletation; however, the particular mecha-
nism we evaluated did not realize the potential gains ofgaeket techniques

5. future work in this area should focus on alternative cuativd ETEN mechanisms, accurate loss
inference at endpoints to avoid tracking congestion lossessery hop, interactions with forward
error correction, and cross-layer co-operation for ETEN

Keywords: explicit transport error naotification, wireless and satelhetworks, TCP performance, conges-
tion, corruption, bit errors.

*This work was done by BBN Technologies under contract nurid#e33-99175 from NASA Glenn Research Center and NASA's
Earth Science Technology Office.
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1 Introduction

One obstacle to good performance of internetworks with leg® and satellite components is non-negligible
bit-error rates (BER). The most widely used transport moltdn the TCP/IP suite, the Transmission Control
Protocol (TCP) [27], guarantees that corrupted data willdieansmitted by the data sender, hence providing
a reliable byte-stream to applications. However, packss is also used by TCP to determine the level of
congestion in the network [10] — as traditionally, the buflpacket loss in networks comes from router queue
overflow (i.e. congestion). Therefore, to avoid congestioltapse TCP responds to packet loss by decreasing
the congestion window [10] [33], and therefore the sendatg.r The reduction of the congestion window is
not needed to protect network stability in the case wherebsse caused by corruption and therefore these
needless reductions in the sending rate have a negativetmpaerformance with little overall benefit to the
network.

If the TCP sender can distinguish packets lost due to coiogesom packets lost due to errdrbetter perfor-
mance may be achieved. The performance benefit can be tb#liZEP can retransmit a packet lost due to
corruption without needlessly reducing the transmissaia,rwhile continuing to protect network stability by
decreasing the sending rate when loss is caused by netwoglestion.

Several approaches have been proposed in the literaturistiogdish congestion losses from errors. For
example, if explicit congestion notification (ECN) [6] [1E2] [37] is used, it may be possible to implicitly
determine some (but not all) losses due to corrupted paclgitg) some as-yet-to-be-developed heuristics.
Previous attempts to implicitly distinguish error from gastion have not been successful [3] [36]. While
Performance Enhancing Proxies (PEPs) [35] can be used t@wa@ CP performance, they break the end-
to-end semantics of the transport layer connection. Thesefit is desirable to evaluate explicit transport
error notification (ETEN) mechanisms. For earlier work omplext loss notification in the context of TCP
over wireless and satellite links, see [1] [2] [17] [18]. Anadysis of situations that can benefit from ETEN
mechanisms is given in [36].

The purpose of this study is two-fold:

1. To establish bounds on the performance improvements#mabe obtained with the use of ideal ETEN
mechanisms under different network conditions — errorstatapacities, delays, topologies, congestion —
and thereby determine promising directions for future aed® if any.

2. Toconsider issues related to practical deployment offEffiechanisms, to propose suitable architectures
and mechanisms, to identify security vulnerabilities, eamidentify areas that require further study before
an ETEN system is viable.

Through simulations, we have evaluated possible enhandsrt@ TCP that are based on ETEN notifications
from intermediate routers and/or end systems. Emulativaséstbed and live testing over real networks were
considered out of scope of this effort. This study includeaifollowing tasks:

¢ Determine bounds on TCP goodpimprovements possible from ETEN when a TCP sender is pregent
with ideal information about the cause of each loss.

1The term “errors” in this document is used to refer specifjca link and router errors [23] that cause corruption of faeket
headers and/or data.

2The goodput of a flow is defined as the bandwidth delivered to the receier|uding duplicate packets [7]. We calculate the
goodput by dividing the total number of unique bytes argvat the receiver by the duration of the TCP connection (Nibte:header
bytes of these unique packets are also included).
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e Evaluate via simulations, actual performance achievabée a range of network topologies and traffic
conditions with different TCP variants such as Reno and SACK

e Discuss and evaluate the performance of specific ETEN messharthat fall in one or more of the
following broad categories:

— Forward notification — whereby any notification about coteappackets is sent in the direction of
the data packets and then returned to the sender in TCP alddgment segments.

— Backward notification — in which a message is sent from therfedd-host or intermediate router)
that detects a corrupted packet to the host that originaegacket.

— Per-packet mechanisms that attempt to determine the rasea# each loss experienced.

— Aggregate notification schemes where the TCP sender isdadwith aggregate statistics about
the loss patterns experienced in the network path.

e Determine how TCP should best react upon receiving ETENication.

e Assess the security implications of introducing variou€ERTmechanisms into the Internet architecture.
These include:

— Potential vulnerabilities of the proposed mechanismsgtriuted denial-of-service attacks.

— Operation over encrypted tunnels, VPNs, and MPLS pathsreningermediate nodes may not be
able to determine actual source or destination IP addressdports, making ETEN notification
effectively impossible.

— Vulnerabilities to mis-behaving receivers that attemphtsk congestion-related losses using ETEN
mechanisms in an attempt to obtain an unfair share of netvesdurces.

The rest of this document is organized as followsS#attion 2we describe different explicit error notification
mechanisms and appropriate sender responses to the tiatificaln Section 3 we describe performance re-
sults from the simulation of two specific per packet ETEN naaisms, namely, the Oracle ETEN and BETEN
described in Section 2. Results include cases of single arititHnop topologies, with and without cross traf-
fic. Section 4describes the implementation and performance evaluafiancomulative ETEN mechanism,
in which aggregate error statistics for the path are usedstonduish between corruption and congestion on
a probabilistic basisSection 5describes the potential to dynamically adjust Forward iE@orrection (FEC)
code strength based on cumulative path error statisticSe@tion 6we outline different mechanisms that can
be used by routers and end-systems to detect corruptedtpatkBection 7we discuss potential security vul-
nerabilities for ETEN mechanisms. A concluding summaryrespnted irSection 8with recommendations
for future work. Bibliographic references are includedta &nd. Additional plots from the simulations are
included in the appendices for completeness.

2 Error Notification and Response Mechanisms

In this section, we present protocol mechanisms to exjlinivtify hosts of errors, and we discuss response
strategies that can be adopted by the sender. For the msaisapioposed in this report we assume one of the
following two cases holds:

1. The source and destination IP addresses, the source siigatien TCP ports, and the TCP sequence
number can be correctly obtained from the corrupted padkeaddition, the packet in question must

6
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be part of the sender’s current window; otherwise, the dppdy to mitigate the performance problems
caused by the corrupted packet is lost.

2. The node detecting errors can only calculate cumulatikar eates for each link. In other words, the
information in the header of a corrupted packet is consatlgraccurate.

A middle ground between the above two scenarios is possibiat is,some of the information in the header is
accurate. In this case, information about specific cordiptekets can be propagated to the host that is believed
to have sent the packet. That host can then apply a set okliesiin an attempt to match the corrupted packet to
a specific TCP connection. For instance, consider the caea thie IP addresses of a packet are not corrupted
but one of the TCP port numbers is in error. An ETEN messageiragrat source can be passed through a
heuristic that attempts to match the corrupted packet tamavkrconnection based on the accurate information
in the packet. Designing effective heuristics will depepdmthe specific error patterns that are observed, and
leave this to future work.

When the information in the header of the corrupted packieiiscurate, it is tempting to send notifications to
both the sender and the receiver with the hope that at leasbfainem can match the correct flow and initiate
recovery. However, if two notification messages are geedrftr each corrupted packet, this will increase the
load on the network. If the error rates are high at a numbeowitg in the network, the load from the additional
notifications may result in congestion. Furthermore, threse has to maintain additional state in this case to
avoid sending two retransmissions for one corrupted packet

Next, we consider the issue of propagating ETEN informatitotine TCP sender. We expect that the sender can
use this information to make better congestion controlgdens. We could create a new protocol to exchange
ETEN messages, but it may be more desirable to extend axistotocols for this purpose. There are several
possibilities. We can report ETEN information about speatforrupted packets using the Internet Control
Message Protocol (ICMP) [26]. Cumulative error rates cao &le reported using ICMP. We can use TCP
header bits (for example, the reserved bits may be reafiddat this purpose). We can add ETEN information
within an IP or TCP option. These methods can be used to mdrkeguent packets in a flow to indicate
previous losses due to packet corruption in the same floverddtively, we can mark individual packets and
pass them along rather than discard them when corruptioatéctdd. However, this requires inter-layer co-
operation, heuristics to determine the correct source astirdition (since the header may be corrupted), and
changes in IP router requirements [28] (to allow for packetir).

Note that not all of the methods outlined above will work ih@ses. For instance, adding information to
a second packet in the same flow may not be possible when WRifayér security because it is difficult to

determine which flow a given packet belongs to. A larger disimn of security issues with ETEN is given in
Section 7.

In the study presented in this report we evaluated varioubads to propagate information back to the sender.
We have described each of the methods used as we discussl&bfdETEN mechanisms in the following
subsections. The specifics of our implementation of thesghamésms is given in Section 3.

Finally, note that many link-layer protocols include a cmtion detection mechanism (such as a CRC or a
checksum). Therefore, corrupted packets may not get pagséa the higher layers, but rather silently get
discarded by the link-layer. A number of the mechanismsritestt in the following subsections assume that
there is a higher degree of interaction (for reporting eiytetween the link-layer and the network layer than
currently exists. While this is a significant assumptiore toal of the work presented in this report is to
investigate the efficacy of ETEN without being constraingdcbrrent technology and protocol machinery
Therefore, we leave this inter-layer communication asréutuork.

3We expect that most of our assumptions are implementableatrplurely academic.
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2.1 Sufficient information available about endpoints

We consider three different kinds of mechanisms when idealedge of the IP addresses, TCP ports, and
the TCP sequence number corresponding to the corrupteeiaekavailable. The first of these, cal@cacle
ETEN?, is an idealized case that allows instantaneous and pedititation of errors. The other two schemes,
Backward ETEN andForward ETEN, use ICMP-like signaling to notify hosts of a corruptiongdare analogous

to forward and backward explicit congestion notificatiohesmes.

2.1.1 Oracle ETEN

Oracle ETEN, illustrated in Figure 1, is a theoretical camstthat assumes sufficient knowledge about the the
corrupted packet (sender and destination IP addresseiersamd destination TCP port numbers, and the TCP
sequence number) is available to the intermediate routbearnd-system that detects corruption. Furthermore,
this mechanism assumes that the source of the flow can batastmusly notified of the packet corruption.
Oracle ETEN provides an upper bound on the performance weprent achievable by ETEN mechanisms that
notify the source. While the Oracle ETEN mechanism is an ssjiility in the real-world, it can be used to
distinguish between cases in whigbme ETEN mechanism would be useful and cases when no ETEN scheme
would aid performance. We implemented Oracle ETEN in ns-P E6de; simulation results are presented in
Section 3.

Error
TCP D TCP
Source X X X Sink
ETEN-capable
IP router

[> Dpata

Figure 1: Oracle ETEN

2.1.2 Backward ETEN

The backward ETEN (BETEN) mechanism, illustrated in Figiris analogous to backward explicit congestion
notification schemes (e.g., source-quench [26]). This rm@isim assumes that the intermediate router can
extract or reconstruct (e.g., using FEC) sufficient knogtedbout the corrupted packet that is required to
notify the sender. We have implemented in ns-2, a BETEN nméshrain which an intermediate node transmits
an explicit (ICMP-like) message to the sender upon detg@inorrupted packet. The BETEN mechanism we
have implemented provides the best-case scenario in tdrthe actual time required to notify the sender that
a corrupted packet has been detected.

“Oracle ETEN is not an implementable mechanism, but rathemitheoretical construct that can be simulated.
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Error

D
>C >C >C Sk
q q

ETEN-capable
IP router

[> Data

4 Notification

Figure 2: Backward ETEN

2.1.3 Forward ETEN

The forward ETEN mechanism illustrated in Figure 3 is anailegto forward explicit congestion notification
schemes (e.g., [32] [37]). This mechanism also assumethinattermediate router can extract (or reconstruct
using FEC) complete and correct knowledge of the IP addse§geP ports, and TCP sequence number cor-
responding to the corrupted packet. Upon detection of aupted packet, the intermediate router transmits
a FETEN message to the destination host, which then conheymformation to the sender on a subsequent
acknowledgment.

If separate messages are generated per corruption Iassai$y to see that BETEN will lead to faster recovery
than FETEN. The benefit of using BETEN is higher if the corimpbccurs closer to the sender and it increases
with the round-trip delay of the path.

Two alternatives that do not require generation of new packe FETEN exist. With the first alternative, the
intermediate node that detects the corrupted packet witl fwaa subsequent (uncorrupted) packet from the
corresponding flow and piggyback the corruption informatim that packet. The other approach is to mark
the corrupted packet and pass it along to the destinatidsésuent nodes must also forward this packet). The
destination in turn will notify the sender of the packet Idge to corruption. As noted earlier, this last option
requires requires inter-layer co-operation, heuristicddtermine the correct source and destination (since the
header may be corrupted), and changes in IP router requitsr(te allow for packet repair).

2.2 Insufficient information available about endpoints — Cunulative ETEN

In practice, we cannot always accurately retrieve the soand destination IP address, source and destination
TCP port numbers, and TCP sequence number from a corruptédtpar link-layer frame. Therefore, in this
section we consider ETEN mechanisms that work on the basignotilative error rates (for example, error rates
that are averaged over an interval of time and across vaflimus), rather than attempting to make notifications
on a per-packet basis.

The cumulative ETEN (CETEN) information conveyed to the-andts can be in one of several different forms:

e An absolute bit error rate, byte error rate, or packet error rate obskwighin a moving window in time.
The error rate may be quantized into a small number of stepseffample,high, medium, andlow).
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Figure 3: Forward ETEN

A binary feedback scheme [15] (see also [32] [37]) is a spe&@iae that provides indication that the
bit/byte/packet error rate exceeds some threshold.

e A relative error rate that simply indicates that the quantized errte has increased or decreased from
the previous value.

e An estimate of the probability that a packet survives cdraup

CETEN information can be delivered to a sender via forwarbdamkward signaling, analogous to a FETEN-
based or a BETEN-based strategy. Also, as noted before, NEEAR be piggybacked on data and acknowl-
edgment packets, rather than using additional distincsaues.

CETEN information can be collected on a per-hop basis oreagged over the end-to-end path. Due to the
difficulty in correctly assigning corrupted packets to thearresponding flows, any per-flow CETEN infor-
mation has to be estimated, for example from what is obseaeeass all flows using a given link. CETEN
strategies that rely purely on statistics collected witlia lifetime of a particular flow are of limited use for
short flows. For example, a short flow may have terminatedrbefe obtain a good estimate of the packet
corruption probability.

We note that CETEN information can be used to control thengtlreof either per-packet FEC schemes or
erasure codes. With CETEN, FEC strength adjustment can e skdectively on a per-flow basis. We will
discuss the use of FEC in conjunction with CETEN in Section 5.

In Section 4, we will describe specific CETEN strategies Wte explored (via simulations) within the scope
of this study. Real-world implementation and analysis off[EHN is a subject for future work.

2.3 Sender response to ETEN

The sender’s response to an ETEN notification depends orypleedf the notification. If the sender receives
timely and reliable information about the corrupted patkat identifies the TCP flow and the sequence number
within the flow, then the sender can retransmit the corruptedket without adjusting the congestion state.

However, if the information contained in the ETEN notificetiis only partially reliable, or if only a cumulative
error rate is available, then the sender has to apply a ieuosdetermine what action is appropriate. When a

10
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transport endpoint infers a packet loss, it cannot exadtgrthine from the CETEN information if the packet
loss occurred due to corruption or congestion. At best th@ ENEinformation provides a recent estimate of
the fraction of the losses that are due to corruption. Thesaecto be made by the sender includes whether an
outstanding segment should be retransmitted and whetheotigestion state should be altered in response.

Since most link level technologies require corrupted ptctebe discarded even before it reaches the IP layer,
per-packet ETEN mechanisms (at the IP and TCP layers) caerdhe corrupted packets. Although the sender
response to per-packet ETEN is more straight-forward tharrésponse to CETEN, it must be noted that the
corruption link layer counters of errors are readily avaig these counters can be used to generate CETEN.

3 Performance of Per-Packet ETEN Mechanisms

In this section, we describe results of simulations on tivéopmance of Oracle ETEN and BETEN, both of
which notify the TCP sender of each corrupted packet. Vartgpes of links (e.g., terrestrial LAN, WAN, and
satellite), modeled by their respective latencies, areikitad over a wide range of bit error rates. ETEN per-
formance is compared against conventional Reno [10] andkS&@] variants of TCP. We vary the following
parameters (actual values used in the study are listed ile Tab

e ETEN schemes — None, Oracle ETEN, and BETEN
e Link characteristics — bandwidth, delay, and error rate

e TCP congestion avoidance strategy — Reno, SACK

Oracle ETEN represents the ideal, yet impossible, bas#imteprovides an upper bound on the performance
achievable by any practical per-packet ETEN scheme. Origrdgeal is that the addition of any ETEN scheme
(to any given TCP congestion avoidance strategy) shouldnade the performance worse; therefore, the case
with no ETEN is expected to provide a useful lower bound (ahi§ is shown in our simulation results).
The BETEN strategy represents an implementable per-p&KEN strategy (assuming that we can extract
sufficient information from corrupted packets). In the afzseof congestion, we can expect that the goodput
when using BETEN will lie between the goodputs using Orad&R and no ETEN.

In this section, we consider six sets of simulations, agWl

1. This set of simulations is aimed at evaluating the gairssipte over a single uncongested link using
Oracle ETEN and BETEN with TCP Reno and TCP SACK.

2. In this set of simulations we use a 3-hop linear topologydehtical links, while varying the other
parameters outlined above. These simulations serve thpogriof validating our implementation in a
more complex topology with multiple links and routers. Tlesults are expected to match those of the
first set.

3. Inthis set of simulations, we use a 3-hop linear topolagyrovide insight into the performance of ETEN
mechanisms in the face of congestion from constant-bit-tHDP traffic. The intensity of cross-traffic
is varied across simulation runs. The competing traffic in imulations does not use a congestion
avoidance strategy.

4. This set of simulations offers competing TCP traffic @ast of UDP traffic) and is otherwise identical to
the third set. This provides insight into the performanc&®EN when the competing traffic flows use a
congestion avoidance strategy also.

11
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5. This set of simulations compares the performance of olgNEfmechanisms with TCP Westwood [12]
in the absence of cross traffic.

6. This set of simulations compares the performance of olENEmMechanisms with TCP Westwood in the
presence of UDP cross traffic.

Parameter | Value \
Link capacity 1.5 Mb/s, 10 Mb/s, 100 Mb/s
Forward link bit error rate | 1.56 x 10719 —1.56 x 107>

Backward link bit error rate 0 or same as forward bit error rate
Link propagation delay 10ms, 100ms, 320ms

TCP variants Reno, SACK

ETEN mechanisms none, Oracle ETEN, BETEN
MSS 536 bytes

Receiver window 20 segments

Router buffers 50 packets shared FIFO queue

Table 1. Experiment Parameter Ranges

3.1 Statistical limitations of this study

Our goal in this study is to observe ETEN behavior over a broadep of the parameter space in order to
determine general trends when using ETEN. Therefore, wié ¢éiath data point to a single TCP run — which
may have led to some anomalies in the graphs (for examplpsdnaogoodput can occur due to a large number
of losses during slow-start in a particular random simatati The plots in the appendices provide the reader
with a general idea of how ETEN performs across the pararsptere.

The simulation code is available to the research commuaitfuirther experimentation [4]. This code enables
researchers to explore other scenarios (for example, fowasparticular range of error rates).

We note the following statistical limitations of the study:

1. the TCP flows may not have a duration long enough for the ftowexperience a sufficient number
of corruptions; thus the actual value of goodput gains aelieusing ETEN may not be statistically
significant in some cases; however, in order to make thidilegdg, we have not included any data point in
which the expected number of corruptions during the sinaraduration is less tha®b if transmissions
occurred at the line-rate (see Table 2 for error rates egdeat various line-rates and BERs over 120
seconds)

2. each data point is based on the results of a single runisthis issue especially since the state of TCP
when errors occur (for example, three-way handshake, stavi; or AIMD congestion-avoidance) will
influence performance

3.2 Simulation software description

We extended the ns-2 simulator [14] (version 2.1b7a) to suppur ETEN simulations. The following discus-
sion assumes that the reader is familiar with ns-2.

12
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Bit Error Rate 1.56e-10 | 1.56e-9 | 1.56e-8 | 1.56e-7| 1.56e-6| 1.56e-5
Link Capacity (Mb/s)

100 1.872 18.72 187.2 1872 18720 | 187200
10 1872 1.872 18.72 187.2 | 1872 18720
15 .02808 .2808 2.808 28.08 | 280.8 | 2808
128 .0001997| .0019968| 0.01968| 0.1968 | 1.968 | 19.68

Table 2: Errors expected in 120s at various line-rates and various BERs

We have added @r ace/ ETENclass to support tracing of packets dropped by the error leodihehandl e
instance procedure for ace/ ETEN gets called once for every time a corrupted packet is drappbd TCP
sender has a choice of response methods, as discussed below.

We insert the error module in the lirgfter the delay element in order to accurately model the fact ihraitiption

is detected and the notification is sent by the node arttlef the link. We use th&r r or Mbdel / Uni f orm
Class to generate byte errors with a uniform random didighu Any packet that contains one or more cor-
rupted bytes is dropped and a selected ETEN mechanism getdd. Alternative error models such as burst
errors and channel fades are subject for future research.

We have modified thégent / TCP/ Ful | Tcp andAgent / TCP/ Ful | Tcp/ Sack to include two new com-
mands:et en-retransm t andf ast-retransm t. These TCP agents can how be commanded to re-
transmit a given sequence number regardless of TCP’s ¢istaie. Using ast -r et ransni t causes the
congestion window to be reduced as with Reno fast retranaming et en-r etransni t does not alter
the congestion control state, but does retransmit a segnlenthe case of SACK, we use the pipe algo-
rithm [5] for loss recovery and congestion control. As pdrbor work, we have fixed several bugs in the
Agent / TCP/ Ful | Tcp/ Sack implementation and contributed these to the ns-2 maintsine

Two types of per-packet ETEN mechanisms are currently implged —Oracle ETEN and Backward ETEN
(BETEN). As discussed earlier, both schemes assume that sufficiemiédge can be derived from the headers
of the corrupted packets. Forward ETEN simulations have befeas future work, but we expect that FETEN
will not perform as well as BETEN as the delay increases dukdancreased signaling time.

The Oracle ETEN mechanism (as implemented in the simulatstantaneously informs the TCP sending host
of corrupted packets by directly invoking the sender’'saresmit procedure.

The BETEN mechanism is implemented within thgent / Message/ ETEN Class. On each drop due to
corruption, the agent sends an explicit notification mesdagthe sending host. This message will suffer
gueuing, switching, transmission, and propagation ddlaysred in the path from the notifying router to the
sending host. The message is also susceptible to losses doagdestion or corruption. Different IP flows
can register with thégent / Message/ ETENinstance in each intermediate router from which they ddsire
receive ETEN messages.

We implemented a CETEN mechanism that is described in detélection 4. CETEN-specific software
modifications include: (i) addition of fields and access rodghto carry corruption and congestion survival
estimates in th&€onmon packet headers¢ r uct hdr _cmm); (i) addition of variables and methods to the
Err or Model cl ass to track packet corruption statistics and modify packetees; (iii) addition of vari-
ables and methods to tli@ieueMoni t or cl ass to track congestion statistics and modify packet headers;
and (iv) modification oRenoFul | TcpAgent cl ass to initialize the CETEN packet header fields and to

Only TCP flows are of interest to these simulations.
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decide if a packet loss was due to corruption. These CETENfioatibns do not apply to the per-packet
simulations described in this section.

We ported and incorporated the TCP Westwood code availabie f24]. OTcl bindings to various ETEN
parameters have been added to allow for configuration angotdom the simulation scripts.

Simulation scripts§¢sh andTcl ) were written to set up the topologies, error models, ETENaaisms, the
TCP flows under study, and the cross traffic. Additional $enipere written to process and plot the results of
the simulations. The simulation code is available to theassh community [4].

3.3 Baseline — no cross traffic over a single-hop topology (sulation 1)

In the first set of simulations, we investigate a single TCh ftaver a single link with channel errors that
result in packet corruption. In this set of simulations,réhes no cross-traffic competing with the TCP flow.
Examining ETEN in isolation provides an empirical upper hwn the gain in TCP goodput that is achievable
using ETEN mechanisms.

The baseline for the simulations is the performance of TCRoRmd SACK under various error rates. We
consider two near-ideal conditions for the error detecéind notification:

1. Oracle ETEN - complete knowledge of the corrupted paak@irsstantaneous notification to the source.

2. BETEN - complete knowledge of the corrupted packet witth BETEN messages propagating back to
the source.

Each simulation consists of a bulk TCP flow (FTP application)20 seconds duration with unlimited data to
send. A variety of link delays and bandwidths represergativterrestrial wireline, wireless, and satellite link
technologies are considered. The simulation parametgesaare listed in Table 1. We consider a range of
bit error rates from negligible1(56 x 10~'°) to high (.56 x 10~?). In practice, high bit error rates are often
lowered by using link-level FEC. However, we consider thaigd error rates for two reasons:

e We wish to determine how far we can push ETEN (at least in sitranis) before the TCP goodput drops
to an unusably low value.

e There are special cases in which end-to-end FEC is expeimsteems of bandwidth or other consid-
erations and at the same time, implementing a link-layer FEt feasible. For example, software
upgrades may be logistically difficult with satellite/sparaft links.

We assume that the protocol processing delay in the routeeanh nodes is not significant. Therefore, the RTT
for this set of simulations is twice the propagation delaytanlink. The maximum segment size (MSS) of 536
bytes corresponds to a 576 byte MTU, the minimum that IPvdersumust support. The router buffer size of
50 packets and TCP receive window size of 20 segments aresinsdfator defaults.

A set of plots that cover the entire parameter space sintuiatscluded in Appendix A. The plots show the
goodput using TCP Reno and TCP SACK with and without ETEN gbua error rates in both directions. We
have chosen three plots that represent a long thin netwdmk)La long fat network (LFN), and a short fat
network (SFN) to illustrate the performance of ETEN.

Figure 4 shows that Oracle ETEN provides a significant img@noent in goodput, particularly at high bit error
rates of1.56 x 1075 t0 1.56 x 10~°. For example, at a bit error rate (BER) 66 x 10~° over the LFN link
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Figure 4: TCP with ETEN over an uncongested long fat network (LFN)

of 100 Mb/s capacity and 820 ms one-way delay, the goodput using SACK with Oracle ETENoizu3.5
times the baseline goodput when using the stock SACK varidrg goodput using Reno with Oracle ETEN is
almost four times the baseline goodput using Reno alone gdbdput using BETEN with SACK is more than
three times the SACK baseline, and the goodput using BETENR&no is abouk.4 times the Reno baseline.
The figure also illustrates that when the errors are not asjemet on the link (e.g.].56 x 10~7) the ETEN
mechanisms have a relatively small impact because errgesdmdy a small impact on stock TCP.

For networks with other link bandwidtk delay products, much higher goodput improvements are shieam
instance, the SFN link case is shown in Figure 5. SACK with BRprovides? times the goodput of baseline
SACK for a100 Mb/s, 10 ms link at a BER ofl.56 x 10~°. As expected for SFN, the performance using
BETEN with SACK is close to that of Oracle ETEN at low errorest However as the BER increases, the
chances of losing a notification also increases and we segdiras from BETEN begin to diminish. Using
BETEN with SACK outperforms BETEN with Reno; this may be hesm the ability of SACK to correct
multiple losses complements ETEN. As with the LFN case desdrabove, we note that no ETEN mechanism
helps connections experiencing low BERs.

Finally, Figure 6 shows ETEN performance over a long-thitwmoek. The results are similar to the LFN case
indicating that the goodput of the stock TCP (as well as theraimements from Oracle ETEN and BETEN) is
dominated by the delay.

From the simple simulations presented in this section weleaine several conclusions:

e We have confirmed previous studies that show TCP performdageadation in the presence of high
BER links.

e In general, TCP SACK performs better than TCP Reno due toliligyaof TCP SACK to mostly de-
couple loss recovery from congestion control. The goal dERTs to decouple recovery of lost packets
from congestion control decisions. These goals are conepliary as evidenced by the fact that the
BETEN+SACK TCP variant outperforms the BETEN+Reno TCPasatri

15



ETEN

Krishnan, Allman, Partridge, Sterbenz

Link Capacity 100Mb/s Delay 10ms

600000

0.0001

. o
~ 500000 |- i
=
=
S
& 400000 |
N
7
5}
S

300000 i

=
-2
N
=
Q. 200000 - |
=
(=] BETEN, Reno R~ N—
= ORACLE ETEN, Reno  ====@===+
U 100000 || No ETEN, Reno |

BETEN, Sack J—

ORACLE ETEN, Sack  =r=®gmi=

No ETEN, Sack [T

0 T T | | |
le-10 1e-09 1e-08 . 1le-07 1le-06 1e-05
Bit Error Rate

Figure 5: TCP with ETEN over an uncongested short fat network (SFN)

Link Capacity 1.5Mb/s Delay 320ms

18000

16000 4
)

14000 4
=
S
@ 12000 i
4
g
-— 10000 [ i
2
=" 8000 |- 4
~—
=
_g- 6000 |- |
(=] BETEN, Reno ;
© 4000 || ORACLE ETEN, Reno  ====@===+ i
w No ETEN, Reno sy Y- A ;

2000 || BETEN. Sack . |

ORACLE ETEN, Sack = ==xg:==
No ETEN, Sack YT e
0 I T ‘ ‘ ‘
1le-10 1e-09 1e-08 1e-07 1e-06 1e-05

Bit Error Rate

0.0001

Figure 6: TCP with ETEN over an uncongested long thin network (LTN)
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e Both Oracle ETEN and BETEN show performance improvementsmnndompared to stock TCP. The
performance is increased by a factorrdah some cases with the BETEN+SACK TCP variant.

e Oracle ETEN is effective in keeping TCP goodput high as BERssiase. We only observe significant
goodput degradation when the BER approadhés)—3).

e As expected, BETEN improves the goodput less when comparérdcle ETEN (although, the im-
provement is still often significant).

3.4 Multi-hop topology with no cross-traffic (simulation 2)

In the second set of simulations we investigate a single T@#® But over a 3-hop linear topology of identical
links. There is no cross-traffic and the same set of paramatgies are used as in the first set of simulations.
In this case, packets can be corrupted in any intermedigtedind therefore notifications can come from any
intermediate router or end-system. The plots for a 3-hopltgy are included in Appendix B. We find that
the conclusions outlined above for the single hop topologgtioue to hold when traversing a 3-hop linear
topology. Specifically, we observe that:

e Oracle ETEN and BETEN always improve performance when coetp@® stock TCP.

e Oracle ETEN (the ideal case) is able to keep goodput hightirmtsons where stock TCP performance
degrades substantially. This indicates that differeinigbetween congestion-based loss and corruption-
based loss shows the potential for large performance gains.

e BETEN performance approaches the ideal as the messageataiifi delay decreases provided the prob-
ability of losing the notification is small.

3.5 Multi-hop topology with UDP cross traffic (simulation 3)

In the third set of simulations, we included UDP cross traffile investigate a single TCP flow with and
without BETEN. The cross traffic generators send UDP traffioss the middle hop. They are started 50 ms
after the TCP flow. The traffic generators use an exponemiiafbmodel with mean burst and mean idle times,
both set to 500 ms. The packet generation rate for each floet i 9one-fourth of the link bandwidth. The
first competing UDP flow is started 40 ms after the TCP flow ofiiest with the subsequent flows started at
50 ms intervals thereafter. We varied the number of flows fdorl6. However, in this report we only present
the results of simulations involving, 4 or 8 UDP flows. The remaining points in the parameter space offer
similar results. Each data point in the plots is from a simgle The UDP cross-traffic can cause congestion
in the routers connected to the middle hop (depending onuh&ber of UDP flows employed in a particular
simulation). For the results presented in this report thsstraffic load can be non-existent, fully utilize the
bottleneck capacifyor twice the bottleneck capacity. We use the same paranpeesas in simulation 2.

The performance of SACK TCP with BETEN in the case of a 3-hopl luihder congestion from UDP cross-
traffic is illustrated in Figure 7. BETEN continues to impeogoodput at high error rates, even in the presence
of competing UDP traffic. Additional plots from these sintidas are included in Appendix C. From this set
of simulations, we derive the following conclusions:

Even in the cases where the UDP flows do not fully use the bettle bandwidth we see congestion losses due to the flow-of-
interest’s use of the bottleneck link.
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Figure 7: SACK TCP with BETEN over a congested 3-hop LTN of one way path delay 960 ms with UDP
cross-traffic

e At high BERs and with low congestion both ETEN schemes offergaases in goodput when compared
to stock TCP. This result is in agreement with the previousgubsections in which no cross-traffic (i.e.,
no congestion) was employed.

e As congestion increases BETEN allows TCP to attain goodyattrhore closely resembles the error-free
case than stock TCP, especially as the link quality degrades

3.6 Multi-hop topology with competing TCP flows (simulation4)

In the fourth set of simulations, we investigate a single TIOR over a 3-hop linear topology and background
TCP traffic. ETEN messages may be generated by any intertaediater or end system. In this set of sim-
ulations, the middle hop experiences cross traffic in botbctions in the form of TCP flows that do not use
ETEN. The first competing flow is started 40 ms after the TCP fidvinterest with the subsequent flows
started at 50 ms intervals thereafter. The competing flowstlus BSD Tahoe variant of TCP with the ns-2
default setup. Once started the competing TCP flows sendcdatanuously for the remainder of the simula-
tion. The links experience errors in both directions and tuie cross-traffic, we observe congestion-based
losses in this simulations. We have simulafied 16 competing TCP flows in each direction. However, in this
report we show only the results from usifig4 or 8 competing connections for brevity (the remaining results
are consistent with those outlined in this report).

The performance of SACK TCP with BETEN in the case of a 3-hoplluhder congestion from TCP cross-
traffic is illustrated in Figure 8. We only plot the goodputthé flow of interest that spans the 3-hops (and
not the cross-traffic flows that span a shorter path). As thesetraffic increases frofinto 4 to 8 flows, we
note that the flow-of-interest’s share of the bottleneck Iswreduced and therefore the goodput shown in the
plot decreases. As in the last section, BETEN improves pedace at high BERS, even as congestion on
the bottleneck link increases. We note that when 4 compdlivgs are active, BETEN allows the flow of
interest to roughly maintain its share of the bottleneck kaross all BERs shown in the figure. In addition,
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Link Capacity 1.5Mb/s Delay 320ms

6000

5000 -

4000

3000 -

2000 -

Goodput (bytes/second)

1le-10 1e-09 le-08__ 1e-07 1e-06 1le-05 0.0001
Bit Error Rate
No ETEN, Sack, 0 cross flows =—e=— BETEN, Sack, 4 cross flows e
BETEN, Sack, 0 cross flows ====@===- No ETEN, Sack, 8 cross flows == &xg:==
No ETEN, Sack, 4 cross flows =+« BETEN, Sack, 8 cross flows =:=:ag=:=::

Figure 8: SACK TCP with ETEN over a congested 3-hop LTN of one way path delay 960 ms with TCP cross-
traffic

when 8 competing flows are enabled BETEN allows the flow ofr@s#etoincrease its share of the bottleneck
resources. This is explained by the errors being spread across morecb@Rections. That is, assuming the
BER is constant, as the number of competing connectionsasess the likelihood of the flow of interest being
affected by a particular error is reduced (because its sifdhe network decreases). In addition, the competing
traffic in our simulation did not use any ETEN mechanism. €fae, when experiencing an error the cross
traffic needlessly reduces the load being placed on the metwand, hence allowing the flow of interest to use
more of the bottleneck bandwidth.

In general, across a wide range of delays and bandwidthspuvelfthat BETEN improves TCP goodput over
the baseline case as the BER and level of congestion inste8se Appendix D for the complete set of plots
from this set of simulations.

3.7 Comparison of ETEN to TCP Westwood

Thus far we have evaluated the performance of ETEN with TORR@d TCP SACK. Reno and SACK use an
additive-increase multiplicative-decrease (AIMD) caosiign control strategy in which the congestion window
is halved when a loss (congestion) is inferred and the wingmws linearly otherwise. Recently proposed
modifications to TCP congestion avoidance include usinglidth estimation techniques. TCP Westwood
[12] is a representative congestion avoidance strateggdoas bandwidth estimation. TCP Westwood has been
shown to perform well under high error rates in simulated parisons to TCP Reno and SACK TCP. Here,
we compare via simulations the performance of ETEN with Ramd SACK against TCP Westwood. We
simulate over a wider range of error rates and congestiaiddfian the previous studies on TCP Westwood.

"The Reno simulations are not discussed in this report, hemtée trends observed in the Reno runs are similar to thasersim
the SACK runs. We present the SACK variant of TCP as it showshst performance in the simulations presented in theqursvi
sections.
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3.7.1 Comparing ETEN to TCP Westwood with no cross-traffic (snulation 5)

In this simulation, we compare the performance of TCP Westito Oracle ETEN and BETEN mechanisms
over the range of bandwidths, latencies, and packet caorupates (listed in Table 1). We ported the TCP
Westwood code changes from a previous version [24] to ngstore2.1b7a.
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Figure 9: TCP Westwood versus SACK TCP with ETEN

The relative performance of TCP Westwood in comparison t€ACP (stock, with Oracle ETEN, or with
BETEN) in the absence of congestion is illustrated in Figurdhe figure shows the results from simulations
involving a 1.5 Mb/s link with a one-way delay of 10 ms. Addital plots from these simulations are given
in Appendix E. As expected, Oracle ETEN performs the bestP T&stwood performs similarly to BETEN
except when the BER reaches tti= 5 range. However, when the error rate s> BETEN outperforms TCP
Westwood — by a factor df in some of our simulations. Also, we note that TCP Westwoatbpas no better
than stock SACK TCP when the BER is relatively low.

3.7.2 Comparing ETEN to TCP Westwood with UDP cross-traffic $imulation 6)

In this set of simulations, we compare the performance of WeBtwood when both congestion and corrup-
tion losses are present. Figure 10 shows the performanc€BfWestwood and BETEN over a 3-hop linear
topology with 1.5 Mb/s links each with a one-way delay of 10. rii¢e use competing UDP traffic for these
simulations, as outlined in section 3.5. The plot shows BETEN with SACK outperforms TCP Westwood

at a BER ofl0~° regardless of congestion level. In addition, the plot shtha$ when no competing flows are

present TCP SACK performs similar to or better than TCP Westiv

The plot shows that when usidgcompeting flows TCP Westwood outperforms stock SACK TCPdpkat a
BER of 10~°). One data point of particular interest in this plot showssWeod performing times better than
TCP SACK in the error-free case. This indicates that TCP Wesd may be more aggressive than TCP. This
phenomenon is out of scope for the current work, but a dedpdy sto this behavior would be useful future
work.

20



ETEN Krishnan, Allman, Partridge, Sterbenz

Additional plots that demonstrate a similar behavior ovearge of bandwidths and delays are included in
Appendix F. At high error rates and moderate congestion, B¥S ability to distinguish between corruption
and congestion losses provides performance improvemeststioe TCP Westwood strategy that relies on
intelligent bandwidth estimation alone. The Westwoodtstg however, shows an advantage under heavy
congestion4{ competing flows) with low to moderate error rates.
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Figure 10: TCP Westwood versus SACK TCP with ETEN

4 Cumulative ETEN Strategies and Performance

In Section 2.2 we described cumulative transport errofication techniques that are applicable when sufficient
information about specific packet drops is not availablé¢attansport layer endpoint. Rather, using cumulative
ETEN (CETEN) the TCP sender relies on packet drop statistickive the behavior of the congestion control
algorithms. In this section, we describe one CETEN strategywe study in detail.

4.1 Transporting corruption survival probability estimat es

The mechanism we employ in our study adds two survival-foitiba fields to each packet. These fields
indicate the probability that a packet avoids corruptiome field for each direction. In the ns-2 implementation,
these fields are included in tlg@nmon packet header. The forward path survival probability fislahitialized

to 1 by the source of the packet and is updated by routers dlengath. Therefore, when a packet arrives at
the receiver the survival probability contained in the dk the survival probability of the path. The transport
endpoint at the destination keeps a record of the survivadadility of the forward path. When the endpoint
generates a packet or an ACK it copies this saved value ietoetrerse path survival probability, and initializes
the forward path survival probability to 1.

An alternative method of transmitting information aboutvétal probabilities could use something akin to the
ICMP Traceback model [39]. Using such a mechanism eachrauteld probabilistically transmit a message
to the sender of an incoming packet informing the senderagthor rate on the incoming link. After awhile
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the sender will have received information from each routengthe path and can calculate the current path
error rate. This mechanism has the advantage of not regudditional header space in each packet. However,
it also has the disadvantage of adding traffic to the netwodkraquiring the sender to transmit a fairly large
amount of traffic to ensure enough path information is ct#leéc We leave investigation of this mechanism as
future work.

4.2 Computing the per-link packet corruption survival prob ability at each router per-link

Each router multiplies the forward path survival probapifield in each packet by the router’'s own estimate of
the survival probability for the link on which the packetieed. The estimate of the survival probability for the
link is computed on receiving each packet on the link as fato

pi = ax; + (1 — a)pi—y (1)

wherez; = 1 if the it" packet is received correctly, ang = 0 if the i*" packet is corrupted. The parameter
is chosen fronmj0, 1]. We usex = 0.5 in our experiments and leave examining the impact the exaaewofa
has on performance as future work.

4.3 Transport endpoint strategies to use CETEN to discern aggestion from corruption

In this section, we address the question of what the sendeitdsdo with the corruption probability estimates
and how TCP’s algorithms may be changed to incorporate thisinformation.

First, given that TCP has inferred loss(es) from duplicatenawledgments (dupacks), selective acknowledg-
ments (SACKs) and/or timeouts, we need a way to decide whé&thavoke congestion control procedures.
For example, a probabilistic decision function can gemesatandom number if), 1] and compare it to the
conditional probability that given a loss has occurreds idiie to corruption. If, probabilistically, a particular
loss is attributed to packet corruption the lost segmenthEanetransmitted without modifying the sender’s
congestion control state. However, in order to make thishaeism work the TCP must be able to estimate this
conditional probability.

Loss can be either due to congestion or corruption. In thebayTCP knew how to ascertain the fraction of
losses due to one cause (say, losses due to corruption) g TICP can determine the total losses, then the
TCP can determine the losses due to the other cause. Themrabth this scheme is that determining the total
loss is not always easy in the case of TCP. The preciseneesofletection in TCP depends on the particular
variant being used. For instance, loss inferred duringlthve start phase that follows the expiration of the RTO
timer often ends up retransmitting segments that havediraaived at the receiver (see [5] for an example
of this). On the other hand, if SACK is used to recover all ésswithout reverting to the RTO timer the loss
detection is precise [5] and TCP may come up with an accustiimate of the total drop rate. For the purposes
of CETEN it is not clear how precise the estimate of total lwssild have to be and determining this is beyond
the scope of the current work. However, this is an area ttaildibe explored in the future.

The alternative approach is to have the network inform TGhutithe current congestion-survival probability,
much like the scheme outlined above for corruption infoiorat The biggest weakness of such an “in-the-
network” scheme is that if some congested routers do noicfate they cause the sender to overestimate
the number of losses attributed to corruption and therefgeet more traffic into the network than appropriate.
In-the-network strategies require less accounting onaniegh the TCP sender/receiver; however, there is a non-
zero probability of misdetecting a congestion loss as aiption loss. There is an associated security/reliability

22



ETEN Krishnan, Allman, Partridge, Sterbenz

risk that a misbehaving router may adjust the value of theuption survival probability to a low value to cause
the senders to retransmit without backing off, therebyiteatb congestion.

For the work outlined in this report we chose an in-the-nekvwgzheme due to the accuracy of the mechanism.
We have added an additional pair of packet header fields tg tteecongestion survival probability, computed

in a way similar to the corruption survival probability dng#d above. Every intermediate node estimates
the packet survival probability from congestion (in aduhtito the probability of surviving corruption). This
information gets recorded in subsequent packets traggtarouter.

At the transport endpoint, on a loss event, we examine thektserved estimates of congestion surviyal,,

and corruption survivgb..r. The loss event is taken as as a congestion event with pmioaﬁ@% and
the standard adjustments are made to the congestion cetdtel If the loss is declared a corruption loss, a
retransmission occurs and congestion control state islteved.

If the strategy in our simulations is to be realized in p@Estievery router will be required to maintain per-
link congestion and corruption statistics and pass thenpaigkets in ETEN-capable flows. While this is
implementable (using statistics already being collectedhbdern routers), universal deployment of CETEN-
capable routers presents practical challenges. Furtlermow accurate and recent the end-to-end estimate (of
corruption and congestion survival probabilities) will @nd needs to be) requires real world implementation
and experimentation.

4.4 Cumulative ETEN performance with UDP cross traffic (simuation 7)

Figure 11 illustrates the goodput of a 120 second FTP sessiena 3-hop topology of 100 Mb/s links each
with a one-way delay 100 ms in the presence of UDP cross trdffie bit error rate of each link in the topology
is varied in the rangé.56 x 1071 to 1.56 x 10~°. The link in the middle has cross traffic in the formpf

4, or 8 UDP flows in each direction. The traffic generators use an mapizal on-off model with mean burst
and mean idle times, set @0 ms. The packet generation rate for each flow is set to oné¢kf@irthe link
bandwidth. The first competing UDP flow is started 40 ms afierTCP flow of interest with the subsequent
flows started at 50 ms intervals thereafter.

The figure shows that under some heavy BERs (&@.%) CETEN with TCP Reno performs better than
standard TCP Reno. However, at the highest BER testé$ (< 10~°) CETEN offers roughly the same
performance as stock TCP Reno under all congestion levatthét, under low BERs CETEN performance is
roughly the same as stock TCP Reno, except under heavy ¢mmyé$ UDP flows), in which case CETEN
with TCP Reno performs slightly worse than TCP Reno alonepehpix G shows CETEN behavior for the
parameter space investigated in this report. From theds ple note that CETEN performance is generally
roughly the same as TCP Reno when the BER is low (&.56,x 10~7) or high (L.56 x 10~%). When the error
rates are modest CETEN provides performance benefits whepared to TCP Reno. Finally, CETEN offers
greater performance benefits when there is less congestion.

4.5 Cumulative ETEN performance with TCP cross traffic (simuation 8)

Figure 12 illustrates the goodput of a 120 second FTP sessi@na 3-hop topology of 100 Mb/s links each
with a one-way delay 100 ms in the presence of TCP cross tratfie bit error rates of the link are varied in the
rangel.56 x 10719 to 1.56 x 1073, The link in the middle has cross traffic in the form(pf4, or 8§ TCP flows

in each direction. The first competing flow is started 40 merafie TCP flow of interest with the subsequent
flows started at 50 ms intervals thereafter. The competingsflase the BSD Tahoe variant of TCP with the
ns-2 default setup.
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Figure 11: CETEN Performance with TCP Reno and UDP cross traffic

We notice that under all congestion levels, CETEN offers enatt goodput gains over TCP Reno, except at
high BER (1.56 x 10~°). We notice that the goodputs using CETEN with Reno at a BER & x 1076
with 8 competing flows is higher than with only competing flows. This is explained by the errors being
spread across more TCP connections. That is, assuming tReidBEonstant, as the number of competing
connections increases the likelihood of the flow of intelesihg affected by a particular error is reduced. In
addition, the competing traffic in our simulation did not @ssy ETEN mechanism and they needlessly reduce
the transmission rate when they experience corruptior$oskhis allows the flow of interest to use more of the
bottleneck bandwidth. Plots for the entire range of the &tian are included in Appendix G. At some data
points shown CETEN provides noticeably higher performahae TCP Reno. However, in the majority of the
cases with high BERs, CETEN does not provide significantgimerformance.

4.6 Discussion of CETEN simulations

The CETEN simulations we conducted as part of this invetigeshow CETEN to be a promising approach
in some situations. In other situations CETEN offers wormdggmance than TCP Reno. We feel that further
investigation into additional CETEN mechanisms is wardrtefore making conclusions on the feasibility of
CETEN in general. For instance, an investigation into how the end system can estimate the total loss rate
and use that for determining the fraction of losses causembhgestion may shed additional light on CETEN
(and make it more feasible to deploy).

5 Combining CETEN Strategies with Dynamic FEC Adjustment

There are fundamentally two ways in which FEC strategiesbmoombined with CETEN: either the error
correction code can be contained entirely within each pamké can be distributed across multiple packets.
In the first case, each packet can include additional bitsrof €orrecting information, and each intermediate
router must detect and if possible correct errors befongdailing the packet. A large number of error correcting
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Figure 12: CETEN Performance with TCP Reno and TCP cross traffic

codes that are effective under different error models aadahle.

In the second case, erasure codes can be used that alloywtedrpackets to be dropped while allowing the
end points to recover the information from additional redlamt packets. The Stutter XOR scheme [11] is an
example of a simple erasure code. More sophisticated caestieen applied to packet switched networks
[21] [13] [16].

In this section we will discuss the issues and challenge®inbining CETEN strategies with both kinds of
FEC strategies mentioned above.

Traditionally, a given error correcting code has been useprétect against a known error rate and model.

In a heterogeneous wireless environment (that may inclisdeexample, both wireless access links and long

haul satellite links), there may be dynamic variance in thenoiel characteristics (such as available bandwidth)
and error model (for example, bit, burst, or fade). A statiding scheme must balance the processing and
bandwidth cost against protection against a particulareate and model. While adaptive links are possible,

there is an opportunity to use end-to-end mechanisms tk treeccumulative error rates along the path and

dynamically increase or decrease the strength of enddd-&€. End-to-end FEC can be used even when per
link coding is not available, or easily replaceable (e.g.sttellite links).

However, there are significant challenges to be consideredmbining FEC and CETEN. Any reliable trans-
port protocol must still provide end-to-end ARQ to guaranpacket delivery. TCP, in particular, uses ARQ in
its combined error, flow, and congestion control algoriththe addition of, and interaction with, FEC may add
significant protocol complexity.

In the case of satellite or wireless links, per packet FEQoaprotect against all non-congestion packet losses,
for example, channel fades. Furthermore, IP routers sim@p erroneous packets to prevent mis-forwarding.

With per packet FEC, intermediate routers must correct gtabkaders (provided there is no IP-IP encap-
sulation, else the payload may also have to be correctedatriadiate routers) to ensure mis-forwarding.

Furthermore, for any given path MTU, the use of variablergjtie FEC means that the MSS seen by TCP will

fluctuate with the error rate.
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The interactions of end-to-end TCP mechanisms for flow obrerror recovery, and congestion avoidance with
erasure codes is much more subtle. There is this tensiorebaterasure codes, on the one hand, trying to mask
all packet losses (whether due to congestion, corruptiofading) and prevent retransmissions, while TCP on
the other hand, relying on the congestion losses as coegdbick to congestion avoidance mechanisms. This
masking of losses challenges the fundamental ETEN goalinfjlzdble to discriminate between corruption and
congestion packet losses.

TCP ACKs carry the sequence number of the next byte of dataeiteiver expects to arrive. This allows
the sender to determine packet losses and adjust the cmmgeshdow. When erasure codes are used, this
feedback is insufficient since the last segment being atceduior (as received) may belie the fact that some
packets could have been lost due to congestion (but werastooted at the receiver). Enough packets must be
dropped so as to exceed the error capability of the coded#ierTCP sender is actually notified of congestion.
This added delay might make the congestion avoidance losiabie.

Solving this problem requires that we keep track not onlygbguence number of the payload data but also
the sequence number of the encoded packets. In this casecdngestion avoidance should use this latter
sequence number. This will require the addition of thistinfation to the IP or TCP packet headers (perhaps
in the form of an option).

Furthermore, with erasure codes, the receiving TCP has itofavahe possibility of subsequent packets cor-
recting a loss. This can conflict with the settings of theam$mit timer and the delayed acknowledgment
timer.

Implementation of FEC mechanisms in ns-2 with the corregpgnanalysis of the practical issues involved in
using such a mechanism is recommended for a future phasis efdhk.

6 Mechanisms to Detect Corrupted Packets

Mechanisms are needed in intermediate routers and in estersy to detect corrupted packets so that explicit
transport error notification can be performed. Some of thesehanisms can be implemented without changing
current protocol specifications, but some others (such akinggan IP packet on checksum failure and not
dropping it) require changes. Furthermore, the layer irctvithe error is detected (e.g., link or network) must
co-operate with the layer that is performing recovery (ngntke transport layer in the case of ETEN).

6.1 Link-layer mechanisms

Many corrupted packets are not received at layer 3, sinez Bagnechanisms generally do not forward corrupted
layer 2 packets to the higher layers. Therefore, modifioaticcurrent link-layer mechanisms will play a major
role in making ETEN possible.

A number of link-layers already provide link-level errortéetion (and correction) mechanisms. An example
of this is the 32-bit Frame Check Sequence (FCS) field in tt2e18®h MAC header. Frame errors observed at
the link layer can also be used to keep cumulative statisfiesrors and inform flows that use the link.

In the case of CETEN, the link layer must collect error stimisand make them available to the higher layers.
In the case of FETEN or BETEN, the link layer must co-operaith the higher layers to determine relevant
flow-specific information needed for generating an ETEN ragss
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6.2 IP checksum

The IP checksum field is a 16-bit one’s complement sum cordporieall 16-bit words in the IP header only.
Since some header fields change (e.g., time to live), thekshatis recomputed and verified at each point that
the IP header is processed. For purposes of computing tlo&sima, the value of the checksum field is zero
[25]. According to RFC 1812 on IPv4 router requirements 28]

A router MUST verify the IP checksum of any packet that is ine@@, and MUST discard messages
containing invalid checksums. The router MUST NOT providaeans to disable this checksum
verification. A router MAY use incremental IP header checkapdating when the only change
to the IP header is the time to live. This will reduce the paitisy of undetected corruption of the
IP header by the router.

Since the one’s complement checksum does not provide any ewvrrecting capability, the router or end-
system receiving an IP packet with an incorrect checksum nmycorrectly associate the packet with its
source. However, this information can be used to keep cuimelarror statistics on the incoming link and this
information can be provided to all flows using the link.

An alternative is to send a packet-specific notification e ghurce IP address determined from the corrupted
packet and then leave each node responsible for discaraieg riotifications. However, a misbehaving router
can cause an unrelated host to receive false notificatiomshwimat host will have to process.

6.3 TCP checksum

The 16-bit checksum field in the TCP header is the 16-bit ooefaplement sum of all 16-bit words in the
TCP header, the packet data, and a 96-bit pseudo-headaptoally prefixed to the TCP header. The pseudo-
header contains the source and destination IP addressegiatimcol, and TCP length (data length plus TCP
header length). If a segment contains an odd number of dotéis checksummed, the last octet is padded on
the right with zeroes to form a 16-bit word for computing tihhecksum, but the pad itself is not transmitted. The
pseudo-header provides some protection against misrpaieats. For purposes of computing the checksum,
the value of the checksum field is zero.

Unfortunately, TCP does not provide separate checksumbdader and data, and includes portions of the
IP header. If the TCP checksum is incorrect but the IP cheuakisicorrect, a notification to the sending host
becomes possible, but the source and destination TCP paith@ TCP sequence number cannot be ascertained
with guaranteed accuracy.

On the other hand, if IP checksum is incorrect but the TCPIlcheu is correct, then the source and destination
IP addresses (as well as the TCP ports, and the TCP sequambemwan be assumed to be correct. The IP
header must have been corrupted in some other field. To detethis case, we require inter-layer co-operation
between the IP and TCP layers.

6.4 IPsec

In the case of IP Encapsulating Security Payload (ESP) [Bthle encrypted ESP packet is corrupted, it can be
detected if authentication is selected for the securitp@ation. However this can be done only at the endpoint
of the security association. Thus IPsec renders any sorempgcket scheme useless at the level of a TCP
connection. We discuss this in more detail in the next sectio
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7 ETEN Security Issues and Implications

In this section we introduce security issues related to ETieldhanisms, as well as potential solutions that can
be the basis for a detailed study in this area. We considekimes of issues:

1. New opportunities to exploit security vulnerabilitiesedto ETEN mechanisms, such as:

e denial of service attacks
e spoofed ETEN messages can cause the TCP sender to be aggribesieby causing congestion

2. Issues involving interoperability with existing sed¢uninechanisms such as encrypted tunnels

7.1 Potential security vulnerabilities due to ETEN

ETEN techniques (such as BETEN, for example) that requir@bband messages are vulnerable to distributed
denial of service (DDOS) attacks because networks thattplase this form of ETEN will have to allow such
messages to enter or leave their networks. This makes itgb®d$sr an adversary to launch a DOS attack by
bombarding a host (or a network) with ETEN messages. Thigmamally overwhelm the victim host, but

if launched as a distributed denial of service attack fromrgd number of hosts (that have been compromised
by an Internet worm, for instance), an attack can overwhélencapacity of entire networks (similar to one
described in detail in [8]).

DDOS vulnerabilities are not specific to ETEN, but ratheythee due to the lack of a secure signaling protocol
for the Internet (ICMP is not secure). However, since th@aoase to ETEN is a retransmission, the effects
are severe. ETEN attacks can cause congestion collapseetivark; in contrast, the response to ECN is a
reduction in the transmission rate, and a spurious ECN rgessan at worst throttle the connection.

Denial of service attacks may come from disingenuous (orpromised) end-systems, from compromised
intermediate nodes, or from nodes that masquerade (by i#fisgpfor example) either as intermediate nodes
or end-systems corresponding to an existing TCP flow.

Generally, it is considered more difficult to compromiseiniediate systems such as routers that are managed
professionally. IP tracing techniques [20, 22, 39] can makasier to track spoofing attacks, hence providing
a disincentive for conducting such attacks. However, aitlyesuch mechanisms are not generally available.

If spoofing can be eliminated, then it may be possible to usefsil inspection to check that ETEN packets
correspond to endpoint address/port/sequence informafiexisting flows to filter some attack packets. Note,
however, that the problem of DDOS attacks coming from a lamgeber of compromised end-systems is
difficult and is not specific to ETEN. Nonetheless, we coneldidat ETEN techniques that do not require
additional messages are preferable from the security gtéamid

ETEN mechanisms may be vulnerable to another more subtléndirdct attack. A malicious adversary can
send false notifications corresponding to packets thatitiverenot dropped or were dropped due to congestion.
This can induce the sender into retransmitting packetsagssarily or into bypassing congestion avoidance
and continue transmitting at a higher rate than appropf@téhe given network conditions. This attack in
isolation (on a single flow) can cause limited damage. Howéve coordinated attack were launched on many
TCP flows on a heavily loaded network, the attack can poténtiaive the network into congestion collapse
(see for example, [7]). This form of attack requires thaa@ters obtain the necessary information (such as IP
address, TCP port, and TCP sequence number, and packedeliggyy information). The attackers may do so
by snooping on the network, by initiating sessions from caompsed end-systems, by hijacking TCP sessions,
or by compromising routers.
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A similar concern stems from misbehaving receivers [19{ &ti@mpt to gain an unfair share of the bandwidth

(rather than attempt a denial of service per se). A misbelgaéceiver could induce an ETEN-capable sender
into never reducing the congestion window by informing teader that all the losses are due to corruption.
Hence, the sender will transmit at an inappropriately high.r

7.2 Interoperability with existing security mechanisms

The use of encryption can prevent deep header inspectiorexBmple, IPsec [30] hides TCP port information;
IPsec tunnels also hide the original source address. Thigsritdifficult for intermediate routers to determine
the correct TCP endpoints to which ETEN messages should Iberdel. This problem also arises in other
contexts such as NAT [38], ECN [37], or hierarchical stagkii MPLS labels [34], where deep header look-up
may be computationally expensive, may require additioaadltvare, or may be prohibited.

The intermediate router may be able to use the packet segjuentber and the security association information
to forward ETEN messages to the tunnel endpoint, which in, toray resolve the appropriate end system to
deliver the ETEN message. This is an area of future work.

We note that the particular ETEN implementation should bayaed for additional implementation-specific
vulnerabilities. An ETEN prototype as part of future workrécommended to properly test and analyze vul-
nerabilities.

8 Conclusions and Future Work

In this study we propose explicit transport error notifisatimechanisms to improve the throughput of TCP
over error-prone wireless and satellite links. We have am@nted the proposed mechanisms under the ns-2
simulator and evaluated their performance via simulatmes a wide range of bit error rates, link bandwidths,
and traffic conditions. We have addressed practical depoymssues including security considerations.

To recapitulate, the primary technical objectives of thiglg include:

e determine if ETEN is a worthwhile technology to implemenét@mine what improvements in band-
width utilization are possible);

e determine if ETEN is practical to implement;
¢ identify possible ways to implement ETEN;

¢ identify the potential pitfalls regarding ETEN such as &swegarding security, particularly, denial of
service;

¢ identify the similarities of ECN and ETEN and the possibleiactions of ECN with ETEN; and

e recommend additional research that must be performed ierdaa this technology to eventually be
incorporated into the protocol standards.

In this concluding section we address these objectivess dffiort was scoped to be an initial study based on
simulations. Emulations in a testbed and live testing oeal networks were considered out of scope of this
effort. Our goal in this study was to perform a broad sweephefarameter space rather than focus on a
particular mechanism. The simulation code is availablé¢arésearch community for further experimentation,
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for example, to focus closely on a smaller region of the patamspace. Examining the data provided in the
appendices may offer further insights for future work.

In the following subsections, we summarize the salient kmians from this study; we list the presentations,
reports, and software that were generated during this sauay/ffinally, we present recommendations for future
work in this area.

8.1 Salient conclusions

Per-packet ETEN mechanisms offer substantial gains in DGIR goodput in the absence of congestion. Our
results indicate that per-packet ETEN mechanisms can wepte performance of TCP Reno and TCP SACK
in uncongested networks across a wide range of path cagmaitd delays. Abowgeven times improvement in
goodput was observed in some cases in the BER rang@ 6fto 10~

Furthermore, at high error rates and with competing TCP flavggven TCP flow using ETEN performs better
than the same flow not using ETEN. At high error rates, the TGRsflusing ETEN are sometimes able to gain
a much higher share of the link than they would otherwisen evigen the competing non-ETEN flows traverse
a shorter path.

However, the gains offered by per-packet ETEN schemes aignificant in the presence of congestion. This
is to be expected since the proposed ETEN schemes (cojrdefigr to TCP congestion avoidance whenever
congestion is detected. This means that ETEN is likely terdfiie best benefits in error-prone networks that
are uncongested (for example, rate-controlled or resensiased networks).

Our work on the per-packet schemes provides useful basdlipper bounds) for evaluating future ETEN pro-
posals, both per-packet and cumulative. Under all circantss, practical ETEN schemes should be required
to perform no worse than stock TCP and they are not likely téopm better than Oracle ETEN.

We compared ETEN mechanisms to TCP Westwood which uses avishastimation strategy (instead of the
AIMD strategy). We have observed that ETEN mechanisms tyiglutperform TCP Westwood at very high
error rates. At lower error rates, Westwood performs betten under congestion.

Per-packet schemes offer significant challenges to peddtigplementation by providing a new opportunity
to exploit Internet security vulnerabilities and by redquir intermediate nodes to reliably extract information
from the headers of corrupted packets. Cumulative ETENage be more attractive to implement but may
require protocol modifications.

We proposed, implemented, and evaluated a cumulative ETE&hse that requires only a single scalar param-
eter to be tracked per link on each router. Our scheme regjadditional packet header fields. Unfortunately,
the particular scheme we evaluated did not realize the patayains promised by per-packet schemes. We
believe that further study is required to evaluate CETENaasms.

Since accurate methods to infer the total loss for a TCP atiumeare not readily available, our CETEN
strategy required tracking congestion losses at all irdeiaie routers, in addition to tracking corruption losses.
We explicitly tracked congestion losses in our simulatjdng the notification was conveyed differently from
ECN [37]. Due to the limited success of our cumulative ETEN:hamisms in isolation, we did not study the
interactions of ETEN with ECN.

We provide a discussion of the issues in dynamically adjgsBEC strength based on cumulative path error
statistics. Masking of all losses by erasure codes (andethdting need to separately track sequence numbers
for the original data stream and the FEC-encoded streanmigj@r practical challenge.

The primary challenges to ETEN deployment include need fadifitation to existing standards (which require
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corrupted packets to be discarded early), security vubigras, and the need for cross-layer co-operation.
Security vulnerabilities include not only denial-of-sieey attacks but also more subtle attacks with effects
ranging from unfair bandwidth sharing to total congestiolapse of the network.

8.2 Presentations, reports, publications, and software

The final report of this study will be made publicly availalle BBN Technologies Technical Report Number
8333. We plan to submit the results of this research to a cemée or journal.

The simulation software developed for this study as wellhasTechnical Report are available to researchers
via the World Wide Web alfittp: //mww.ir.bbn.convprojectypace/eten/.

Apart from BBN internal reviews, two presentations were medring the course of this study:

e The interim results from this study was presented to NASA GIRR@ program review meeting in July
2001. The focus on cumulative ETEN mechanisms was influebgethe feedback received at this
meeting.

e The interim results were also presented at the End-to-Egddreh Group Meeting held at MIT in 2001.
The group was interested in the results, though the grougermus was that it was not clear from the data
collected so far that ETEN gave enough value to be worth tipdogment effort. This presentation did
not include our results with cumulative ETEN or the companssto TCP Westwood (that were obtained
later).

8.3 Recommendations for future work

This results of this initial broad study are intriguing; yhiead us to recommend further work focused on
specific aspects of ETEN. On the one hand, our work demoasttia@mendous potential from ETEN if reliable
information extraction from headers were possible and estign can somehow be controlled. On the other
hand, it uncovers a number of practical challenges couplgdaghieving only limited success with cumulative
ETEN.

The primary thrust that we recommend is to explore cum@dEVEN alternatives that do not rely on conges-
tion feedback from intermediate routers (since this womnlgdlicitly demand global deployment and render the
scheme less practical). We believe that the biggest clymlémrealizing CETEN schemes is the inability of a
TCP endpoint to accurately estimate the total loss at a femuton (of a few packets) and in a timely manner
(within an RTT to enable quick recovery). Research is ne¢o@gvelop this capability.

Given this capability, we recommend that our proposed cativél ETEN scheme should be refined to make
use of it and then re-evaluated. The interactions of ECN thitirefined cumulative ETEN scheme also remain
to be studied in this context.

Future study of CETEN could focus on the impact the exactevalix has on performance, alternative cor-
ruption loss estimators, and alternative mechanisms (asdmaceback messages) for end systems to collect
corruption statistics from intermediate routers.

Our current effort focused on quantifying throughput imgnments achievable using ETEN and was therefore
limited to long-lived TCP flows. Further work is needed tdéde the effects of loss during the slow start phase
and quantify the benefits of ETEN for short-lived flows. Weoaiscommend that the mechanisms be evaluated
using real network topologies and traffic traces includittgeoworkloads, for example, HTTP transactions.
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Under high error rates, TCP connection establishment cadel®yed or can fail completely. We believe
that increasing the connection establishment rate undgr dniror rates could be a key benefit of ETEN. We
recommend that future work addresses this issue.

In future work, we recommend that the fairness of cumulaET&N to other TCP flows be studied in detail.
Further insights into the workings of CETEN can be obtaingtblating the performance penalty on mistaking
congestion as corruption. The Oracle ETEN construct candméfrad to enable this study.

We recommend that the effectiveness of ETEN be evaluateeratlder error models such as bursts and channel
fades. We also recommend that the interactions of ETEN wittachic FEC be implemented and analyzed via
simulations. A specific challenge that remains to be addcessthe need to separately track sequence numbers
of the data stream and the encoded stream (to correctly piecoecovery from corruption losses while still
being able to accurately signal congestion.)

Contingent upon successful development of an accuratelésgdetermination strategy for TCP, integration
with cumulative ETEN, and satisfactory evaluation, it igpontant that a TCP/ETEN prototype including the
required IP router support be implemented and tested féogmeance and analyzed for security vulnerabilities.
An implementation (or at least a detailed design) will penrealistic evaluation of interoperability with (and
reusability of) existing network protocols and securityam@nisms. The construction of this prototype would
necessitate a detailed requirements analysis of the @mgescommunications between the layer that detects
corruption (typically the link and network layers) and thensport layer, which performs ETEN-based recovery.
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A Experiment 1: Single-hop topology
with no cross-traffic
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B Experiment 2: Multi-hop topology

with no cross-traffic
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C Experiment 3: Multi-hop topology

with UDP cross-traffic
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D Experiment 4: Multi-hop topology
with TCP cross-traffic
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Goodput (bytes/second)

Goodput (bytes/second)

600000

500000 |-

400000

300000

200000

Link Capacity 100Mb/s Delay 10ms

100000 || BETEN, Sack

ORACLE ETEN, Sack
No ETEN, Sack

No ETEN, OneWayWestWood
T T

a

0
1e-10 1e-09

L
1e-05

‘
1le-08 . 1e-07 1e-06 0.0001
Bit Error Rate
Link Capacity 100Mb/s Delay 100ms
60000 T T T T T
-—
50000
40000 [
30000
20000
10000 [ BETEN, Sack ‘A
ORACLE ETEN, Sack
No ETEN, Sack
No ETEN, OneWayWestWood
ferlﬂ le-09 le-08 le-07 le-06 1e-05 0.0001
Bit Error Rate
Link Capacity 100Mb/s Delay 320ms
18000 — T T T T
16000
14000
12000
10000
8000
6000
4000
BETEN, Sack a
2000 H ORACLE ETEN, Sack
No ETEN, Sack
No ETEN, OneWayWestWood
fe-lO 1e-09 1 -06 1e-05 0.0001

.
e-08 . 1e-07 1e-
Bit Error Rate
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F Experiment 6: Per-packet ETEN ver-
sus TCP Westwood with UDP cross-

traffic

Goodput (bytes/second) Goodput (bytes/second)

Goodput (bytes/second)

Link Capacity 1.5Mb/s Delay 10ms

180000
-—
160000 A
140000 B
120000 B
100000 A
80000 A
60000 - A -
40000 + A
20000 A
0 v
1e-10 1le-09 1le-08 . 1e-07 1le-06 1e-05 0.0001
Bit Error Rate
No ETEN, Westwood, 0 cross flows =——@=—
BETEN, Sack, 0 cross flows -
No ETEN, Westwood, 4 cross flows -
BETEN, Sack, 4 cross flows
No ETEN, Westwood, 8 cross flows =
BETEN, Sack, 8 cross flows =
Link Capacity 1.5Mb/s Delay 100ms
20000 T T T T T
18000 A
16000 B
14000 A
12000 A
10000 A
8000 A
6000 B
4000 4
2000 A
v v v
le-10 1e-09 1e-08 . 1e-07 1e-06 1le-05 0.0001
Bit Error Rate
No ETEN, Westwood, 0 cross flows —&—
BETEN, Sack, 0 cross flows =
No ETEN, Westwood, 4 cross flows -
BETEN, Sack, 4 cross flows
No ETEN, Westwood, 8 cross flows ===~
BETEN, Sack, 8 cross flows =-=-a-:=:-
Link Capacity 1.5Mb/s Delay 320ms
6000 T T T T T
5000 A
4000 4
3000 - A
2000 - B
1000 | B
oL ¥ i i Y E o7 -]
1e-10 1e-09 1 1e-05 0.0001

e-08 1e-07 1e-06
Bit Error Rate

No ETEN, Westwood, O cross flows —&—
BETEN, Sack, 0 cross flows -
No ETEN, Westwood, 4 cross flows -
BETEN, Sack, 4 cross flows
No ETEN, Westwood, 8 cross flows =
BETEN, Sack, 8 cross flows =
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Goodput (bytes/second) Goodput (bytes/second)

Goodput (bytes/second)

Link Capacity 10Mb/s Delay 10ms

200000
-
180000 A
160000 |- B
140000 A
120000 A
100000 |- A
80000 [ A
A
60000 - B
40000 [ A
20000 A
0 L v g v
le-10 1e-09 1e-08 . 1le-07 1e-06 1le-05 0.0001
Bit Error Rate
No ETEN, Westwood, 0 cross flows —&—
BETEN, Sack, 0 cross flows - -
No ETEN, Westwood, 4 cross flows -
BETEN, Sack, 4 cross flows
No ETEN, Westwood, 8 cross flows ===
BETEN, Sack, 8 cross flows =:- ap=:=:-
Link Capacity 10Mb/s Delay 100ms
20000 T T T T T
e
18000 A
16000 A
14000 4 B
12000 F . 4
10000 A
8000 [ B
6000 - A
4000 A
2000 [ B
0 v
1e-10 1e-09 1e-08 . 1le-07 1e-06 1e-05 0.0001
Bit Error Rate
No ETEN, Westwood, 0 cross flows =——@=—
BETEN, Sack, 0 cross flows = -
No ETEN, Westwood, 4 cross flows -
BETEN, Sack, 4 cross flows
No ETEN, Westwood, 8 cross flows =
BETEN, Sack, 8 cross flows =
Link Capacity 10Mb/s Delay 320ms
6000 T T T T T
prum—
5000 A
4000 4
3000 B
2000 A
1000 A
0 ¥ v v
1le-10 1e-09 1le: 06 1le-05 0.0001

-08 . 15-07v le-
Bit Error Rate
No ETEN, Westwood, 0 cross flows ——&—

BETEN, Sack, 0 cross flows =
No ETEN, Westwood, 4 cross flows -
BETEN, Sack, 4 cross flows
No ETEN, Westwood, 8 cross flows ===
BETEN, Sack, 8 cross flows =:=ape:=:
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Link Capacity 100Mb/s Delay 10ms

— 200000 —
-g 180000 - A
S 160000 | 1
ﬁ 140000 - 4
B 120000 | 4
=
25 100000 - B
£
‘: 80000 4
a 60000 - 1
40000 A
K]
(g 20000 4
oly v ¥ v
1le-10 1le-09 1le-08 . 1e-07 1e-06 1e-05 0.0001
Bit Error Rate
No ETEN, Westwood, 0 cross flows —&—
BETEN, Sack, 0 cross flows = -
No ETEN, Westwood, 4 cross flows -
BETEN, Sack, 4 cross flows
No ETEN, Westwood, 8 cross flows ==
BETEN, Sack, 8 cross flows =-=-a-:=:-
Link Capacity 100Mb/s Delay 100ms
—~ 20000 T T T T T
'g 18000 - 1
8 16000 A
@ 14000 A
B 12000 | 4
-
25 10000 q
=
: 8000 - 4
g‘ 6000 - R
"g 4000 4
(3 2000 - 1
0L - - -y v v
le-10 1le-09 le-08 1e-07 1e-06 1le-05 0.0001
Bit Error Rate
No ETEN, Westwood, 0 cross flows =——@=—
BETEN, Sack, 0 cross flows = -
No ETEN, Westwood, 4 cross flows -
BETEN, Sack, 4 cross flows
No ETEN, Westwood, 8 cross flows ===
BETEN, Sack, 8 cross flows == ==+
Link Capacity 100Mb/s Delay 320ms
6000 T T T T T
~
= [
5 5000 4
51
o
% 4000 4
@
S
3000 [ 1
=)
E 2000 - A
<
& 1000 - 4
3
0 v
le-10 1e-09 1e- 06 1e-05 0.0001

-08. . 1e-07 1e-
Bit Error Rate

No ETEN, Westwood, 0 cross flows —&—
BETEN, Sack, 0 cross flows =

No ETEN, Westwood, 4 cross flows
BETEN, Sack, 4 cross flows

No ETEN, Westwood, 8 cross flows ==&
BETEN, Sack, 8 cross flows ===«
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G Experiment7: CETEN performance
with UDP cross-traffic

Link Capacity 1.5Mb/s Delay 10ms

180000 3 5
Link Capacity 10Mb/s Delay 10ms
200000
~ 160000 |- 1 T T T T T
T
180000 |- g
S 140000 [ 1 =
2 £ 160000 1
& 120000 - 4 8
7 O 140000 g
& 100000 | E R
E; 3 120000 q
= 80000 [ g -
- E 100000 g
L 1 =
2, so000 < soomo | |
= =
S 40000 b £, 60000 - b
< =]
QO 20000 | 1 8 40000 1
= v v ¢ 3 O 20000 - g
1e-10 1e-09 1erosB itE 1607 Rat 1e-06 1e-05 0.0001
it Error Rate 0
le10’ 1e-09 1e08 | 1e-07 1e-06 1e:05 0.0001
CETEN, Reno, 0 cross flows —&— No ETEN, Reno, 4 cross flows Bit Error Rate
No ETEN, Reno, 0 cross flows = CETEN, Reno, 8 cross flows ==
CETEN, Reno, 4 cross flows - No ETEN, Reno, 8 cross flows =+=+¥- CETEN, Reno, 0 cross flows —8— No ETEN, Reno, 4 cross flows -
No ETEN, Reno, 0 cross flows CETEN, Reno, 8 cross flows ==
CETEN, Reno, 4 cross flows - No ETEN, Reno, 8 cross flows =:=-ap=:=-+
Link Capacity 1.5Mb/s Delay 100ms
20000 0 :
‘ ‘ ‘ ‘ ‘ Link Capacity 10Mb/s Delay 100ms
~ 18000 | i 20000 T T T T T
=
S 16000 | 1 ~ 18000 - g
g =]
O 14000 | E E 16000 - 1
2 S
L 12000 4 @ 14000 - 4
- &
25 10000 4 & 12000 E
=1 =
w8000 [ 4 E- 10000 4
E. = 8000
6000 - g - r 1
3 2
4000 - 1 6000 - g
8 4000 =
O om0 - 1 g 4000 - R
0 ¥ O anof g
1e-10 1e-09 1eroaB_t E 1e-07 R 1e-06 1e-05 0.0001
it Error Rate 0 ¥
1e-10 1-09 1e08 1e-07 16-06 1605 0.0001
CETEN, Reno, 0 cross flows —&— No ETEN, Reno, 4 cross flows Bit Error Rate
No ETEN, Reno, 0 cross flows = CETEN, Reno, 8 cross flows ==
CETEN. Rena, 4 crass flows No ETEN. Reno, 8 cross flows =+~ CETEN, Reno, 0 cross flows —e— No ETEN, Reno, 4 cross flows -
No ETEN, Reno, 0 cross flows CETEN, Reno, 8 cross flows
CETEN, Reno, 4 cross flows No ETEN, Reno, 8 cross flows ==~y
Link Capacity 1.5Mb/s Delay 320ms
6000 ; ;
‘ ‘ ‘ ‘ ‘ Link Capacity 10Mb/s Delay 320ms
— 6000 T - T T T
= L 4
E 5000 -
S "g 5000 - g
2 ]
@ 4000 S
@ D
Q & 4000 g
=S =z
23000 - g 4}
= i~
It 23000 | g
3 2000 1 =
£ =
3 2, 2000 - g
S 1000 B =]
© g
. 1000 - g
.
ol v ¥ v <
1e-10 1e-09 1e08 1607 1606 1e-05 0.0001
Bit Error Rate oLy - —y —y
1e-10 1e-09 1e 6 1e-05 0.0001

-08 19—07v 1e-0f
Bit Error Rate
CETEN, Reno, 0 cross flows =——&— No ETEN, Reno, 4 cross flows -

No ETEN, Reno, 0 cross flows - - CETEN, Reno, 8 cross flows
CETEN, Reno, 4 cross flows - No ETEN, Reno, 8 cross flows =-==-

CETEN, Reno, 0 cross flows —&— No ETEN, Reno, 4 cross flows
No ETEN, Reno, 0 cross flows = CETEN, Reno, 8 cross flows ===
CETEN, Reno, 4 cross flows -+ No ETEN, Reno, 8 cross flows == ap==:
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Goodput (bytes/second)

Goodput (bytes/second)

200000

180000

160000

140000

120000

100000

80000

60000

40000

20000

0
le-

Link Capacity 100Mb/s Delay 10ms

@

¥ \g
10 1e-09 1 6 1e-05

e-08 . 1le-07 1e-0f
Bit Error Rate

0.0001

CETEN, Reno, 0 cross flows —&—
No ETEN, Reno, 0 cross flows -
CETEN, Reno, 4 cross flows

No ETEN, Reno, 4 cross flows
CETEN, Reno, 8 cross flows

-
No ETEN, Reno, 8 cross flows -:-:4-

20000

18000

16000 |

14000

12000

10000

8000

6000

4000 -

2000

Link Capacity 100Mb/s Delay 100ms

0¥
le-10 1e-09 1e-08 1e-07

¥ ¥ ¥
06 1e-05

Bit Error Ratele-

0.0001

CETEN, Reno, 0 cross flows —&—
No ETEN, Reno, 0 cross flows =
CETEN, Reno, 4 cross flows -+

No ETEN, Reno, 4 cross flows
CETEN, Reno, 8 cross flows

84
No ETEN, Reno, 8 cross flows == ==

Goodput (bytes/second)

6000

Link Capacity 100Mb/s Delay 320ms

5000

4000 -

3000 [

2000

1000 -

0
1e-10

1e-09 1

e-08 1e-07 1e-06
Bit Error Rate

0.0001

CETEN, Reno, 0 cross flows —@—
No ETEN, Reno, 0 cross flows -
CETEN, Reno, 4 cross flows -

No ETEN, Reno, 4 cross flows
CETEN, Reno, 8 cross flows

No ETEN, Reno, 8 cross flows =:=--
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H Experiment8: CETEN performance

with TCP cross-traffic

180000

Link Capacity 1.5Mb/s Delay 10ms

160000 -
140000 -
120000 -
100000 -
80000
60000

40000

Goodput (bytes/second)

20000

! e
06 1e-05 0.0001

ferlu 1e-09 le-08 1le-07 le-
Bit Error Rate

CETEN, Reno, 0 cross flows —&— No ETEN, Reno, 4 cross flows
No ETEN, Reno, 0 cross flows = - CETEN, Reno, 8 cross flows
CETEN, Reno, 4 cross flows - No ETEN, Reno, 8 cross flows =

Link Capacity 1.5Mb/s Delay 100ms

20000
. 18000 B
T
16000 A
S
& 14000 [ q
wn
~
1728 L 4
4] 12000
=3
10000 B
)
=)
— 8000 [ 4
3
2. 6000 [ 4
=
8 4000 - g
cb A
2000 A
ol | ; oy . i}
le-10 1e-09 le-08 1e-07 1e-06 1le-05 0.0001
Bit Error Rate
CETEN, Reno, 0 cross flows =——@=— No ETEN, Reno, 4 cross flows
No ETEN, Reno, 0 cross flows - - CETEN, Reno, 8 cross flows
CETEN, Reno, 4 cross flows - No ETEN, Reno, 8 cross flows
Link Capacity 1.5Mb/s Delay 320ms
6000 T T T T T

5000

4000 -

3000

2000 [

1000

Goodput (bytes/second)

-08. . 1e-07 le-
Bit Error Rate

CETEN, Reno, 0 cross flows —&—
No ETEN, Reno, 0 cross flows = -
CETEN, Reno, 4 cross flows -

0 L L
1le-10 1e-09 le 06 1e-05 0.0001

No ETEN, Reno, 4 cross flows
CETEN, Reno, 8 cross flows
No ETEN, Reno, 8 cross flows == -
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200000

180000

160000

140000

120000

100000

80000

60000

40000

Goodput (bytes/second)

20000

0 L
le-10 1e-09 1

Link Capacity 10Mb/s Delay 10ms

Fa

Ad h

e-08 1e-07 1le-06
Bit Error Rate

0.0001

CETEN, Reno, 0 cross flows ——&—
No ETEN, Reno, 0 cross flows -
CETEN, Reno, 4 cross flows -

No ETEN, Reno, 4 cross flows
- CETEN, Reno, 8 cross flows
No ETEN, Reno, 8 cross flows -~

20000

Link Capacity 10Mb/s Delay 100ms

18000

16000

14000 -

12000

10000

8000 [

6000 [

4000 -

Goodput (bytes/second)

2000

0
le-1t

0 1e-09 le- -06 1e-05 0.0001

08 1e107 1le-
Bit Error Rate

CETEN, Reno, 0 cross flows —&—
No ETEN, Reno, 0 cross flows =
CETEN, Reno, 4 cross flows

No ETEN, Reno, 4 cross flows
- CETEN, Reno, 8 cross flows
No ETEN, Reno, 8 cross flows

6000

Link Capacity 10Mb/s Delay 320ms

5000 -

4000 -

3000

2000

1000 -

Goodput (bytes/second)

0
le-10

L
1e-09 6 1e-05 0.0001

1e‘rDE . 19107 1e7‘0
Bit Error Rate

CETEN, Reno, 0 cross flows —&—
No ETEN, Reno, 0 cross flows -
CETEN, Reno, 4 cross flows -

No ETEN, Reno, 4 cross flows
- CETEN, Reno, 8 cross flows
No ETEN, Reno, 8 cross flows -~
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Goodput (bytes/second) Goodput (bytes/second)

Goodput (bytes/second)

200000

180000

160000 -

140000 -

120000

100000

80000

60000

40000 +

20000

Link Capacity 100Mb/s Delay 10ms

P
D —

0
1e-10 1e-09 1

L L
06 1e-05

e-08 . 1le-07 le-
Bit Error Rate

0.0001

CETEN, Reno, 0 cross flows —&— No ETEN, Reno, 4 cross flows
No ETEN, Reno, 0 cross flows = - CETEN, Reno, 8 cross flows
CETEN, Reno, 4 cross flows ««--Ase--

No ETEN, Reno, 8 cross flows ==

20000

18000

16000 |

14000

12000

10000

8000

6000

4000 -

2000

Link Capacity 100Mb/s Delay 100ms

0 L L L
le-10 1e-09 1e-08 1e-07 1e-06 1e-05

Bit Error Rate

0.0001

No ETEN, Reno, 4 cross flows

CETEN, Reno, 0 cross flows —&—
- CETEN, Reno, 8 cross flows

No ETEN, Reno, 0 cross flows ===
CETEN, Reno, 4 cross flows ««---Ase--

No ETEN, Reno, 8 cross flows ==

6000

Link Capacity 100Mb/s Delay 320ms

5000

4000 -

3000 [

2000

1000 -

0
1e-10

L L
1e-09 1 1e-05

e-08 1e-07 1e-06
Bit Error Rate

0.0001

No ETEN, Reno, 4 cross flows

CETEN, Reno, 0 cross flows —@—
- CETEN, Reno, 8 cross flows

No ETEN, Reno, 0 cross flows «=--@===
CETEN, Reno, 4 cross flows ««--Ase--

No ETEN, Reno, 8 cross flows ==
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