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ABSTRACT

Network measurement—because it is typically at arm’s length from

human beings—does not comfortably fit into the usual human-centered

models for evaluating ethical research practices. Nonetheless, the
network measurement community is increasingly facing ethics is-
sues and finding itself poorly prepared. We discuss why the ethical
issues appear somewhat different for network measurement, and
propose that measurement papers be required to include an ethical
considerations section. We believe that some of the ideas here will
also prove applicable to other areas of computing systems measure-
ment, where the researcher’s attempt to measure a system may have
an impact on human beings.

1. INTRODUCTION

A conference program committee (PC) is usually the first out-
side independent organization to evaluate research work that mea-
sures network systems. In recent years, questions about whether
the work submitted follows sound ethical practices have become
increasingly common within PC discussions. The authors have ex-
perience with this situation as researchers, as well as members and
leaders of PCs struggling with ethical concerns.

The fundamental cause of this struggle is that our community
does not have a set of shared ethical norms. Historically, measure-
ments of computing and communications systems have not been
viewed as impacting humans to a degree that required ethical re-
view. Indeed, ethics review boards often declare our research as
“exempt” from full review as not involving human subjects ([5] de-
scribes a recent experience). Hence, outside the need to protect the
privacy of communications content, we lack consensus about how
to ethically handle even the most basic situations. Often authors
work from one set of ethical notions while the PC applies one or
more different sets of ethical underpinnings as part of their review.
This leaves well meaning community members—in all roles—on
fundamentally different pages. The situation is further exacerbated
because our community does not have a culture of describing the
ethical reasoning behind a set of experiments. This situation (¢)
leaves PCs to try to derive the foundations on which the paper
stands and (¢) means that precautions taken by a careful researcher
are not exposed to others who may leverage or build upon previous
techniques in subsequent work.

In this article we advocate requiring an “ethical considerations”
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section in measurement papers as a first step in addressing these
issues. By requiring such a section—even if the result is a state-
ment that there are no ethical issues—we provide the starting point
for a discussion about ethics in which (¢) authors have a chance to
justify the ethical foundations of their experimental methodologies
and (4¢) PC members can review the authors’ perspective and can
provide specific feedback as necessary. Further, by including these
sections in published papers the entire community starts to develop
a collective understanding of both what is ethically acceptable and
how to think through ethics issues.'

Our aim in this article is to present an initial strawman. We do
not attempt to prescribe what is and what is not ethical. We do not
tackle all possible ethical questions that arise in our work as Inter-
net empiricalists. Rather, we advocate for a framework to help the
community start an explicit conversation about the largest ethical
issues involved in measuring networked systems such as the Inter-
net, and also cloud computing systems and distributed transactions
systems.

2. BACKGROUND

There are three strands of intellectual activity that come together
when one examines ethics and network measurement.

1. The evolving field of ethics in information and communica-
tion.

2. The evolution of the field of network measurement. Develop-
ing an empirical understanding of network behavior has been
a pillar of network research from its earliest days. This re-
search area has steadily improved, refining its tools to extract
ever more information from measurements—such that long-
time assumptions about what information can be extracted
from a measurement often no longer holds.

3. The legal issues surrounding network measurement—a topic
still in its infancy [16]. Legal issues are at best murky in a
single jurisdiction since there is little case law to lay the foun-
dation for how courts will interpret communication systems
law within the context of modern data networks. Such issues
multiply when a measurement study crosses (many) jurisdic-
tions. We encourage researchers to consult their local coun-
sel when legal questions arise. However, for the purposes of
this article our focus is on ethical issues and we will mention
legal issues only when they help illuminate the ethical issues.

!"The important issue of exposing ethical issues raised by rejected
papers remains. We are setting this issue aside in an effort to make
some progress.



2.1 Ethics

The study of ethics in information and communication science
has, broadly, followed two (overlapping) lines of inquiry.

The first line is a focus on human-centered values such as life,
health, security and happiness. This thinking originated in the 1940s
with Norbert Weiner and has carried down to the present. A cur-
rent expression is the Menlo Report, a 2012 report by the US De-
partment of Homeland Security [8]. The Menlo Report focuses on
issues of causing harm to persons, either through revealing con-
fidential information or altering their environment, and ensuring
the risks of harm from the experiment are recognized, moderated
and equitably distributed (e.g., seeking to ensure that those persons
whose environment is altered by the experiment are also persons
who are likely to benefit from the experimental results).

The other line of ethical thinking has focused on the professional
responsibility of the computing and information sciences profes-
sional. Specifically the focus has been on following good industry
practices in the creation of software artifacts, and codes of conduct
that outline a professional’s responsibilities to society, employer,
colleagues and self. A detailed expression of this thinking is the
joint IEEE/ACM Software Engineering Code of Ethics and Profes-
sional Practice, which identifies eight principles and presents over
80 distinct admonitions [2].

Both these approaches are concerned with the impact of one’s
work on other humans, and systems that directly interface with hu-
mans.

Network measurements, and many other system measurement,
are usually at least one step removed from directly interfacing with
humans. Intuitively, probing a network or counting hits in a cache
does not impact humans. Nonetheless, measurement work can im-
pact humans, and in this article we will focus on measurements
where the human impact, however indirect, can clearly be envis-
aged. This focus means we will not focus on ethical issues where
the harm, to first order, might come to vendors, systems, or intel-
lectual property rights owners.

2.2 Evolution of Network Measurement

The field of network measurement—broadly defined—is rela-
tively old. As best as we can tell, beginning with the electronic
telegraph all networks have been the subject of various forms of
measurement. We briefly trace the evolution of the field both tech-
nically and in a legal and ethical context and finish with some ob-
servations.

2.2.1 Technical Evolution of Measurement

Measuring a communications network and analyzing the results
has been a staple of (data) communications research from its in-
ception. By 1911, AT&T had a statistical group that, among other
functions, leveraged measurement to better engineer the telephone
system and to predict demand. When the ARPANET (forerunner
of the Internet) was turned on in 1969, its first node was installed
at UCLA for the use of Leonard Kleinrock’s measurement group.

Measurement can be passive or active. Passive measurement
simply observes in-situ traffic. Active measurement injects new
traffic to observe the system’s response. Given that networks are
digital systems, built according to standards, a reader might imag-
ine that examining network traffic (passively or actively) is largely
an exercise in detecting bugs. In reality, the interactions of traffic in
networks give rise to complex patterns. Furthermore, because the
communications infrastructure is distributed, the interaction of de-
lays between components and routine failures can lead to complex
phenomena. Finally, variations in how specifications are imple-
mented can lead to interesting interactions.

Examples of important research results from passive monitoring
include: methods for ensuring sequence numbers are robust against
device crashes [18], the discovery of self-similarity in network traf-
fic [12], and methods to avoid the self-synchronization of network
traffic [9]. Examples from active probing include measurements
to develop the Network Time Protocol (which keeps distributed
clocks synchronized) [13] and the study of network topology [20].

2.2.2  Ethics and Law of Measurement

Much of our legal, social and ethical dialog about network mea-
surement uses legal terminology that was developed in the early
days of measurement. Specifically, the ethics and legality of net-
work measurements are often evaluated with the implicit assump-
tion that the only parties who can capture data outside a workplace
campus are communications companies providing service and Gov-
ernment agencies given access to communications companies’ data
centers (see for instance [1]). Further, a typical formulation distin-
guishes between two classes of data, as follows.

The first class of data reveals when and how long two parties
communicated. United States law defines a device capable of cap-
turing such data as a pen register. More recently, the term metadata
has been used to describe an expanded set of information, including
packet headers, that it is argued is comparable to pen register data.

The second class of data reveals the contents of the conversation.
To highlight the distinction, consider a phone call to a bank. A pen
register records that a call took place at a specific time and for a
specific duration. The contents of the conversation would reveal
that the call was, for example, a balance enquiry. United States
law, since 1967, has recognized that the contents of a conversation
are a distinct class of information that has a higher expectation of
privacy [19], and this distinction between contents and metadata is
often carried over into ethical discussions.

2.2.3 Metadata is Becoming Content

A variety of factors have eroded the distinction between con-
tent and metadata. Specifically, our ability to leverage metadata to
infer—or even re-create—content is increasing rapidly.

A few examples illustrate this point:

e Measuring when devices in a network transmit is sufficient to
derive traffic tables that delineate routers from end systems
and identify which nodes are communicating with each other

[6].

o The Queue Inference Engine takes information about trans-
actions (e.g., pen register style data) and reverse engineers
it to determine the behavior of queues [11]. Researchers
have made steady progress in using techniques such as QIE
to characterize queues from metadata. For instance, we can
tell whether and roughly how long a person likely waited in
line at a bank ATM machine by tracking when transactions
at the machine start and end [3].

o Inter-packet gaps (metadata) between encrypted transmissions
can be used to infer where users’ fingers were on the key-
board and thus give guidance about what letters are in their
passwords [17].

e In some cases, it is possible to determine what words are be-
ing said in an encrypted voice conversation, simply by look-
ing at packet headers [21]

Summarizing, with less data than a pen register would collect,
we can often determine that the call to the bank was a balance
enquiry. Furthermore, we should expect the distinction between
metadata to data to continue to erode over time.



3. THE CONTOURS OF HARM

While there are myriad ethical issues that confront network mea-
surement work, our aim in this article is to address those causing
tangible harm to people. We are not concerned with notions of po-
tential harm to network resources (e.g., bandwidth) or equipment,
except insofar as the impact on resources and equipment causes
tangible harm to a human. We believe how our work impacts indi-
vidual human beings is the most important ethical issue.

Additionally, we note that our goal—which agrees with the Menlo
Report—is not to eliminate the possibility of harm within our ex-
periments. Rather, we aim to minimize the risk of inflicting harm.
In this context we make several observations which bear on how
we manage risk in our experiments:

A Spectrum of Harm: First, we recognize that “harm” is difficult
to define. Rather than a precise definition we offer that a
single probe packet sent to an IP address constitutes at best
slight harm.> Meanwhile, a persistent high-rate series of
probes to a given IP address may well be viewed as both an
attack and create serious harm (e.g., by clogging a link pre-
cisely when it is needed for an emergency). These ends of
the spectrum are useful as touchstones when thinking about
how to cope with the risk involved in specific experiments.

Indirect Harm: We also recognize that the field of network mea-
surement — for the most part — focuses on understanding
systems and not directly assessing people. Therefore, any im-
pact to people is a side effect of our measurements. While we
must grapple with the ethics of harm caused by our measure-
ments regardless of whether the harm is direct or indirect,
the nature of the harm can sometimes dictate the manner in
which we cope.

Potential Harm: Next we note that most often our work does not
cause harm, but rather only sets up the possibility of harm.
That is, additional events or factors beyond our measure-
ments must happen or exist for actual harm to be inflicted.
Again, this does not absolve us from understanding the ethics
involved, but does speak to how we may manage the risk in-
volved in conducting a particular experiment.

We believe that while fuzzy, the above aspects of “harm” offer
the broad contours of the issues with which researchers must grap-
ple. Further, we do not believe there is some one-size-fits-all way
to manage harm and we allow for honest disagreement among re-
searchers about when potential and indirect harm rises to the level
of making an experiment problematic. For instance, in the con-
text of the example above about probes causing slight vs. serious
harm, we discussed between ourselves whether periods of high-rate
transmissions could be made short enough to reasonably be felt to
avoid potential harm. We agreed it was possible, but disagreed
about when the experiment transitioned from slight harm to serious
harm.

4. COLLECTING DATA

Strictly speaking, active measurements have the potential to in-
flict direct and tangible harm. Passive measurements, by their na-
ture, are simply recordings of observations and in no way directly
change—benignly or harmfully—the operation of the network. Like-
wise, downloading and (re-)using a shared dataset does not alter the

20f course, we have experience with complaints about these sorts
of probes, which indicates that some people do in fact view them
as harmful.

operation of the network—even if collecting it in the first place did.
This latter brings up thorny issues of the use of so-called “found
data”. For instance, consider the the Carna botnet [4]. The bot-
net consisted of customer devices with guessable passwords that
allowed illicit access, which in turn was used to take measure-
ments which were publicly released. Clearly if a paper submis-
sion’s methodology section read “we first compromised a set of
customer devices” the paper would likely be rejected as unethi-
cal (and probably illegal!). However, if instead, one simply down-
loaded this data—causing no further harm to the customer devices
or their users—is it ethical to use as part of one’s research?

On the one hand, a researcher can make the case that any harm
done by collecting the data has already transpired and therefore
by simply downloading and using the data the researcher is in fact
causing no harm. Further, if the data can provide insights into the
network then perhaps we can view this as making the best of a bad
situation. Alternately, we could view the use of such data as a moral
hazard.

This issue is an open one in the medical community (cf. [14]).
We will need to find our answers in the measurement commu-
nity. There are likely different answers for different situations.
For instance, a public dataset that was obtained by unethical means
(e.g., the recent Ashley Madison dataset) may be viewed differently
than a non-public dataset that happens to have been leaked to a re-
searcher. We may view the first case as less problematic because
of the reach of the data release, whereas in the latter case we may
decide that the researcher is more culpable because, if not for their
work, less would be known about the (potentially harmful) dataset.
We encourage researchers to be thoughtful about the ethical issues
related to the sources of their data.

S. STORING DATA

The measurement community generally encourages the preser-
vation of measurement data to facilitate (¢) revisiting the data in
response to questions or concerns during the initial work, (i¢) to
look at new research questions later or (z¢¢) historical comparisons.
Furthermore, the community encourages researchers to make their
data public, to better enable access to other researchers (cf. Dat-
Cat.org, an NSF sponsored repository of measurement data).

Preserving and publishing measurement data raises a number of
ethical issues. We will highlight two.

First, how does a researcher determine if a dataset ethically can

be made public? There are plenty of examples of successful deanonymiza-

tion of data [15], and as the discussion in § 2.2.3 shows, our ability
to extract information from seemingly innocuous data continues to
improve. As an example, datasets published in the 1980s and early
1990s could likely be mined for passwords using packet timing al-
gorithms published in 2001 [17].°

Second, if the data cannot be made public, but is retained, what
safeguards are required to avoid accidental disclosure? For in-
stance, should we expect all data stored on removable media to
be encrypted? Should it be encrypted on non-removable disks? Do
the rules vary according to the perceived sensitivity of the data?

We do not believe it is reasonable to expect researchers to an-
ticipate all future analysis advances. However, we believe it rea-
sonable to expect researchers to understand how current techniques
could exploit their measurement data and to provide appropriate
safeguards.

6. ON THE LIMITATIONS OF CONSENT

30ne risk is that users from the 1980s and 1990s who are still active
today may still pick passwords in similar ways




One traditional way to deal with ethical issues that arise in an
experiment is to require (informed) consent from the participants.
This approach allows the people who could be potentially harmed
by an experiment to weigh the possible harms against the possi-
ble benefits and to directly decide whether to participate. In some
cases, Internet measurement can (and does) leverage consent. For
instance, the Netalyzr measurement platform [10] aims to assess a
user’s Internet connection by providing a web page that the user
must purposefully access. Further, the web page spells out what
will happen and requires the user to explicitly start the measure-
ments — hence consenting.

The Netalyzr situation is akin to the consent model in more tra-
ditional areas (e.g., medicine) and works well. However, in other
settings obtaining informed consent for large-scale Internet mea-
surements is significantly more difficult. Consider a study of end-
user networks that uses a different methodology than that of Ne-
talyzr. In [7], researchers use various tests to probe IP addresses
they believe to represent home networks unbeknownst to the users.
This provides a large-scale dataset that Netalyzr cannot match, but
without the consent of the potentially affected people.*

Consent in Internet-scale measurements is difficult for two rea-
sons. First, unlike, e.g., medical experiments, it is often unclear
who is being measured and affected by Internet measurements.
Further, even if the impacted actors could be identified, the logistics
of obtaining consent range from significantly difficult to impossi-
ble.

While in more traditional areas of experimentation involving hu-
mans proxy consent is generally not allowed, in network measure-
ments we lean on this mechanism. For instance, network measure-
ments taken on a university campus typically seek consent from
the university. However, probes sent off-campus may impact third
parties with no connection to the university. Therefore, even while
proxy consent can foster useful review to help identify and mitigate
ethical issues, all possibly affected users are not covered directly or
by some advocate.

In summary, there are cases where Internet measurements can
leverage consent and we encourage researchers to do so in these
situations. However, direct consent is not possible in most Internet
measurements and therefore we as a community need to cope with
ethical challenges without relying on consent.

7. PROPOSAL: AN ETHICS SECTION

As a community we lack norms or examples to guide researchers.
Our position is twofold: (¢) as a community we are not able to
prescribe ethical norms for researchers to follow and (i¢) therefore
the best starting approach is to expose ethical thinking through a
published “ethical considerations” section in all empirically-based
papers. This approach serves three major goals:

e While some researchers are currently careful to understand
the ethical issues surrounding their work, this care is not uni-
versal. Therefore, the first goal of an “ethical considerations”
section is to force authors to publicly examine the ethical im-
plications of their own work.

e Rather than counting on PCs and editors to impute the ethical
foundations on which a piece of work rests, an “ethical con-
siderations” section will give explicit voice to these issues.
Reviewers will be able to directly evaluate the stated ethical

*Note: Our point is about the difficulty of getting consent, not an
ethics criticism. The authors of [7] properly sought to minimize the
possible harm to the users and described their efforts in their paper.

implications of a piece of work and give concrete feedback
to the authors, grounded in the authors’ own words.

e Create public examples of good ethics. Currently ethics sec-
tions are not usually required by conferences, and if they are,
are typically addenda to the paper seen by the PC and are not
published.

We believe public ethics sections in papers will foster a conver-
sation within the community, based on published exemplars, which
will lead us towards norms.

We sketch four strawman questions authors should answer in
an “ethical considerations” section. We aimed for a short list of
questions—believing that capturing 80% of the ethics issues was
better than a longer list that was still not exhaustive.

1. For datasets directly collected by the author(s), could the
collection of the data in this study be reasonably expected
to cause tangible harm to any person’s well-being? If so,
discuss measures taken to mitigate the risk of harm.

2. For datasets not directly collected by the author(s), is there
an ethical discussion of the collection elsewhere? If so, pro-
vide a citation. If not, the paper should include a discussion
of the ethics involved in both collecting and using the data—
beyond simply noting that no additional data collection harm
occurs in re-using the data. This is especially important for
non-public datasets.

3. Using current techniques, can the data used in this study re-
veal private or confidential information about individuals?
If so, discuss measures taken to keep the data protected from
inappropriate disclosure or misuse.

4. Please discuss additional ethical issues specific to the work
that are not explicitly covered by one of the above questions.

These questions intentionally do not address several items:

e There is no suggestion of when it might be appropriate to
consult an Institutional Review Board (IRB) or similar body.
These institutional bodies’ involvement (or decision not to
get involved) are not a substitute for the community’s ethical
review.

e We do not attempt to assess the ethics of the research result.
Researchers are committed to advancing knowledge and in
our view, that includes publishing results and techniques that
may, if used unethically, cause tangible harm.

Furthermore, making ethics a core part of measurement papers
will create some new challenges for reviewers and program com-
mittees, including:

e Review forms likely will have to be updated to ask reviewers
to discuss the strengths and weaknesses of the ethics section.

e Mechanisms will be needed to help reviewers to evaluate
ethics. Possible mechanisms include ethics guidelines from
the program chair, ethics training, or simply an ethics tele-
conference at the start of the reviewing period. Over time,
we hope prior published papers will help this process.

e Program committees will need to develop a clear philosophy
on when papers are rejected based on ethical considerations
and when papers with ethical gaps can be accepted, subject
to revision. The issues surrounding collection (discussed in
section § 4) will come up and program committees will need
to find the community’s answer(s).



Finally, what does it mean to reject a research paper on ethical
grounds? While some papers may be resurrected by revising the
work to not use an objectionable dataset, often the rejection will
mean that the measurements used to support the paper’s research
results may have caused harm. That determination may raise a suite
of questions about how to mitigate the harm and how to prevent
such events in the future.

8. CONCLUSIONS

We present a strawman suggestion that authors of measurement
papers include a (short) ethics section in their published paper. We
believe doing so forces the surfacing of ethics issues surrounding
individual measurement studies in a way that allows PCs to evalu-
ate the ethics of a measurement experiment, and allows the broader
community to move towards a communal ethical foundation.
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