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ABSTRACT

We envision the blossoming of sensing applications in
an urban context, enabled by increasingly affordable and
portable sensing hardware, and ubiquitous wireless ac-
cess to communication infrastructure.

In this paper, we describe the Partisans architecture,
featuring infrastructure-supported selective data sharing
and verification services. This effort represents an evo-
lution of activity on embedded networked sensing from
the scientific application space to applications in a space
that raises novel issues in privacy, security, and interac-
tion with the Internet.

1 INTRODUCTION

Application context inevitably drives the architecture de-
sign choices and the definition of services needed in a
network. Over the past decade, the emergence of unan-
ticipated applications of the Internet, such as peer-to-
peer file sharing, networked gaming, podcasting, and
voice telephony, has contributed to a pressing need to
rethink the core Internet infrastructure and its accompa-
nying architectural choices. To truly lay a foundation for
tomorrow’s infrastructure, however, requires going be-
yond simply reacting to applications that have already
emerged, to proactively considering the architectural im-
plications of new classes of applications. For example,
embedded sensing will move beyond science, engineer-
ing and industrial applications to become an everyday
tool for individuals and communities, enabling them to
effectively observe distributed phenomena at personal,
social and urban scales.

A key area in this regard involves embedded sens-
ing technology, presently poised to move beyond scien-
tific, engineering, and industrial domains into broader
and more diverse citizen-initiated sensing in personal,
social and urban settings.

By sensing, we mean, “the action of an automatic de-
vice in detecting, observing, or measuring something.”1

∗This paper appears in ACM SIGCOMM HotNets V, November
2006.

1Oxford English Dictionary

The sensing modalities we are considering include those
available on cell phones and handhelds (imagery, video,
audio), those typically used in environmental monitor-
ing (temperature, pressure, light-level, etc.), and other
modalities supported by mobile sensors.

Today, applications are emerging that draw on sensed
information about people, objects, and physical spaces.
Sensor-based applications enable new kinds of social ex-
change: by collecting, processing, sharing, and visualiz-
ing sensed information, these applications can offer us
new and unexpected views of our communities and envi-
ronment. To achieve their potential, these applications re-
quire fundamentally new algorithms and software mech-
anisms. The research described in this paper seeks to
identify and develop an overall network fabric architec-
ture that through various services coherently embodies
such algorithms and mechanisms.

The applications considered in this paper can be di-
vided into three categories that define how widely sensor
data are shared: Personal, social and urban, which we
sometimes refer to as PSUS (pronounced “pieces”) ap-
plications. Medical monitoring is a good example of a
personal application; observations about a patient’s per-
sonal space, their heart rate or blood sugar levels, are
only shared with the patient’s health-care provider. By
social applications, we mean situations in which data
are shared among a group of participants, some, possi-
bly all, of whom contribute data. Applications of this sort
are best thought of as combinations of data services and
“social networking software.” Finally, urban-scale appli-
cations involve sharing data with the general public. For
audio and imagery, we see precedents in podcasting and
in photo sharing services like Flickr2. The scope of these
applications is much larger and there might be an empha-
sis on identity control. In some cases participants may
prefer to share data anonymously or “pseudonymously.”

These emerging applications raise a host of impor-
tant and challenging questions, whose answers poten-
tially reach deeply into the network architecture.

2http://www.flickr.com
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• What mechanisms will enable those who deploy
sensors to share data in a controlled way while re-
specting the privacy of those being sensed?

• Can we assure basic quality checks for data? For
example, if a temperature reading is much higher or
lower than readings taken from nearby locations, it
should be flagged in some manner.

• By providing a suite of services, can we encourage
responsible sensing practices?

We will argue that connecting these sensing systems to
provide such basic assurances requires new infrastruc-
ture that we call Partisans. Such an infrastructure aims to
provide the fundamental building blocks to aid in imple-
menting a wealth of sensing applications, which in turn
will promote citizen-initiated sensing projects.

2 DESIGN CHALLENGES

Data are more valuable if they can be verified. For exam-
ple, a subscriber to a data feed might want to know, with
some certainty, the time and specific location at which a
measurement was taken. For some providers, such dis-
closure may be too invasive, and they would prefer to
only reveal their location in terms of their ZIP code or
county. The same kind of resolution control could apply
to the time of a measurement, with some data providers
choosing only to reveal the hour or day on which data
were taken. Naturally, there will always be situations in
which data can be shared freely, without restrictions. The
emerging network of amateur weather stations is an ex-
ample of this.3 No matter what resolution a user is com-
fortable with, it is important that the context assigned to
data be verifiable in some fashion.

By controlling the resolution or context of a measure-
ment, the data contributor is, in effect, defining a pri-
vacy policy. We prefer to use the term “selective sharing”
because it captures the idea that participants choose the
conditions under which their data are divulged. For most
of the examples presented so far, the sensing hardware
acts in an essentially autonomous way, collecting data
at regular intervals or in response to a detected event.
Therefore, policies for selective sharing must be imple-
mentable as an automated component of a sensing sys-
tem. Policies should also adapt in response to a contrib-
utor’s changing public/private context.

Names touch on how we do dissemination, selective
sharing, and verification. The items being named are the
data streams published by sensor devices. For example,
a mobile phone could have three data streams: an audio
stream, a video stream, and a location stream (perhaps
something fine grained like GPS, or coarse-grained like
reachable cell towers).

3http://www.wunderground.org/

Personal, social, and urban sensing applications, as ex-
perienced and consumed by the end user, will straddle
both traditional web-based applications, and sensor net-
work applications. We envision a web services architec-
ture that provides a platform to feed data to these ap-
plications, in much the same way that applications have
sprung up around the Google Maps API and other plat-
forms that give users access to vast amounts of data in a
programmatic way over the web. RSS, ATOM and other
web feed formats provide a useful, uniform interface to
web sites that have stylized update mechanisms. This
has enabled the construction of readers, aggregators, and
other tools that enable the user to mix, filter, and other-
wise experience content in customized ways. In a similar
fashion, data streams from sensors should be subject to
this kind of end-user manipulation.

2.1 Context Verification and Selective Sharing

Essential to building space-time semantics into the fab-
ric is the ability for it to verifiably measure the location
of a node and the time at which it transmits data. The
basic measurement of time and location, while difficult
under adverse conditions is conceptually simple and well
studied. Using time-stamped message exchange based on
protocols such as NTP, a node in the network can mea-
sure the clock offset relative to a sensor node [10] [5].
Likewise, a base-station in the network can measure dis-
tance to a sensor node using radio time-of-flight or signal
strength for ranging, and then use multilateration to de-
termine the position of the sensor node [12] using similar
distance measurements made at other base-stations. Even
simpler would be for the device to measure its own loca-
tion and time using GPS. However, the crucial problem is
one of verifiability: the location and time estimate must
be robust to cheating by a malicious sensor node. We can
guard against manipulation by an external adversary by
having the sensor sign its data, but doing so requires a
key distribution and validation infrastructure, which may
run contrary to the large-scale and ad-hoc nature of the
envisioned systems.

The physical context of sensor data is richer than just
location and time. It includes, for example, the orienta-
tion of the sensor, measurements made by other sens-
ing modalities, and measurements made by other sen-
sors in the vicinity. Clearly, such additional physical con-
text is of utility to the subscriber in interpreting the sen-
sor data or in checking its integrity. For example, the
utility of sound level from a directional microphone is
significantly increased if the orientation of the micro-
phone is also known. To increase the utility of sensor
data, information about the sensor’s context can be com-
bined with statistical and physical models of how differ-
ent sensing modalities are related, and of how measure-
ments made by nearby sensors relate to one another. In-
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deed, as the sensor infrastructure for PSUS applications
proliferates, the increased spatial and temporal density of
measurements will inherently provide additional physi-
cal context for the validation of a specific sensor mea-
surement. Moreover, application deployments may have
self-awareness sensors [7] whose purpose is to acquire
information about the physical context as opposed to the
phenomenon in which the subscriber might be directly
interested.

The context derived from information provided by the
sensors themselves is fundamentally different from loca-
tion and time since the fabric has an independent abil-
ity and reason to measure space and time, but has no
reason to directly measure the orientation of a sensor,
the temperature in the vicinity of a sensor, etc. The role
of the fabric in this case is therefore one of calculating
and verifying the context according to application speci-
fied rules. For example, an application may request that
the fabric corroborate a sensor reading with the readings
from nearby sensors by comparing against their average.
Though the application relies upon services provided by
the fabric, the two are considered disjoint entities.

The final element in context verification is the abil-
ity for the application to exercise control over the con-
text that is revealed to a subscriber. Specifically, the fab-
ric will ensure that even if it has information about the
physical context in fine detail, it does not send to a sub-
scriber more contextual information than what the pub-
lisher is willing to share. The reason the fabric has access
to higher accuracy data is so that it can better verify and
aggregate it. For example, the fabric may know the loca-
tion of a sensor to within a few meters, but the subscriber
may only be willing to share the location information to
the ZIP Code level. Likewise, a sensor may be willing
to share information only as part of an aggregate in a
geographical region. The fabric will deliberately reduce
the fidelity of the context information it shares (location,
time) or derives from sensor values. In addition, to com-
bat emerging techniques for remote device fingerprinting
based on measurements of timestamp drift [8] and local-
ization using latency measurements [6], the fabric may
add random jitter to packets.

An important question arises when a publisher can
make available multiple versions of its sensor data that
are blurred to differing degrees. We would like to ensure
that the data remain equally valid regardless of resolu-
tion. For example, we would not want to allow a tem-
perature reported as 28 C to also be published in a more
blurred form as “in the range 20–25 C,” as such inconsis-
tencies can be used by the publisher to selectively skew
the view of the data seen by 3rd parties (see below).
Thus, for each given type of measurement we may re-
quire a process by which the fabric can (perhaps with
the help of a neutral, external agent) objectively compare

two versions of different precision.
Finally, leaving blurring up to the publisher imposes

a potentially important limitation: it does not support
forms of blurring that require blending together results
from multiple publishers. For example, a publisher might
be willing to contribute an observation only if at least
N other publishers are contributing sufficiently similar
observations, to resist fingerprinting of the publisher’s
identity based on the uniqueness of their data items. In
this case, adequate blurring requires a group effort or a
trusted intermediary. It remains to be seen whether we
need this type of blurring often enough that we must re-
visit this facet of the fabric’s architecture.

Besides physical context, also part of a sensor device’s
network context are network-level identifiers such as host
name or IP address. To begin with, our approach would
be to rely on the level of indirection provided by the fab-
ric to optionally hide the sensor’s network identity from
subscribers.

2.2 Discovery and Publication
The naming and discovery service, which in many ways
can be treated as a publish and subscribe mechanism,
plays a similar role to that of the Domain Name Sys-
tem (DNS) in today’s Internet. The service would map a
tuple space of attributes to a handle (or set of handles)
that may be used to operate on data streams. Attributes
will typically consist of information such as the sensing
modality, data format, location, orientation, etc.

There are two constraints that must be satisfied before
returning handles to data streams. First, the attributes
of the data stream and the attributes requested by the
subscriber must match in some sense. There are some
attributes that naturally form hierarchical relationships.
Location is a primary example. These relationships must
be known by the naming and discovery service. Second,
disclosure rules accompanied by the data stream must be
satisfied, which may take into account some aspect of the
subscribers attributes (identity, location, and time).

Here again an important question of trust arises. Does
the publisher trust the fabric to enforce the publisher’s
disclosure rules? Alternatively, we could propagate re-
quests for streams all the way to the publisher to allow
it to make the final decision. Doing so has the drawback
that if the publisher (or its designated agent) is unavail-
able, then we must deny use of the data, even if it would
otherwise be allowed. In addition, we would like to en-
sure that the publisher cannot bias the view of the data
obtained by 3rd parties (such as competitors) by skewing
which data elements the party sees, or their values. To
combat this latter, we need the fabric to enforce the dis-
closure rules rather than the publisher; and, in addition,
the rules themselves should be available for inspection to
enable third parties to determine the fidelity and potential
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biases of the data they receive.
Another challenge is to ease and encourage publica-

tion of sensor data by independent data providers, as well
as application development by 3rd parties that pull on the
published data streams. Primitive functionality should
include aggregation, processing, and querying. The ele-
ments providing these services act as subscribers to data
streams. In some cases, subscribers will act indepen-
dently and crawl the network for available data streams,
much like indexing services such as Google or Yahoo.
In other cases, the sensor will task subscribers to aggre-
gate data on its behalf, much like Flickr and blogging
services.

3 SYSTEM ARCHITECTURE

3.1 Architectural Components
Our proposed architecture incorporates the entities listed
below.

Sensors are data sources at the edges of the network.
They may either be resource rich devices (e.g. [9]) di-
rectly resident on the network, or resource-constrained
devices such as “Motes” [3], grouped many-to-one be-
hind a resource rich proxy gateway node. We note that
sensors can have roles beyond simply pure sources of
data by providing control points to the external world for
purposes such as configuring other sensors or otherwise
acting on the physical environment.

Subscribers are sinks of sensor data. They may be ei-
ther individual users interested in data streams and event
notifications from sensors, or network applications that
subscribe to sensor data and provide archiving, aggrega-
tion, distillation, signal search, and other such services
to their clients. A physician may subscribe to medical
events associated with a remotely monitored patient; or a
smart home control software may subscribe to data from
sensors deployed by the homeowner. Network applica-
tions acting as hosting services could allow users to share
sensor data much like Flickr.com (images), Vimeo.com
(video) and Odeo.com (audio). Once hosting services ex-
ist, it is sensible to posit a Google-like service that facil-
itates searching archived or “live” sensor signals.

Mediators are nodes in the network that provide (un-
der application control) selected in-network functions on
sensor data streams. These functions would include: en-
hancing streams with attested contextual information at
a specified resolution; performing verifications on sensor
data values such as range checks or comparisons with
values at proximate sensors; performing anonymization
of the streams by removing device identification in-
formation; replicating streams for delivery to different
nodes; and providing reliability for intermittently con-
nected sensor and/or subscribers. The functions them-
selves are performed based on disclosure and verifica-
tion rules specified by the sensor. Moreover, the media-

tor would make use of trusted infrastructure for indepen-
dently measuring the location and time of data sent by
the sensor devices.

Distinct from efforts such as Active Networks, the me-
diators do not manipulate the sensor data values carried
as stream payload, a choice motivated by the simplicity
of not allowing complex applications to “program” the
mediators. Transformation of sensor value streams for
purposes such as anonymity preservation or for scaling to
a presentation device is best delegated to the end points.
(However, we still need external processes for determin-
ing that multiple versions of sensor values have equal va-
lidity, if not equal resolution, as discussed above.) We
view the mediators to be like firewalls in terms of ad-
ministration, deployment ubiquity, trust and transparency
to the user, while being like distributed content caching
servers in terms of inter-mediator coordination and hard-
ware configuration. As a reseult, mediators will be geo-
graphically proximate to sensors that use their services.
For example, a data provider using their university cam-
pus network for connectivity could assume (and through
some investigation, verify) that they are “behind” a me-
diator administered by the school.

Registries are network entities that help subscribers
discover and bind with sensor data streams. Their role is
to provide a service analogous to that of the DNS, with a
model of administration and deployment-ubiquity sim-
ilar to DNS servers. Sensors register with the registry
metadata information about the sensor data they publish,
while subscribers use the registry to search for sensor
data streams by querying over attributes such as loca-
tion or type of sensor data. The registry maps the query
via a tuple space search process to return a handle, or set
of handles, for sensor data streams. We make the com-
parison to DNS as opposed to a search engine in order to
emphasize the liveness and degree of control that sensors
have over the data available in the registry.

3.2 Trust Model
The entity that has the most at stake is the data provider
that is responsible for the sensor node. In its exchange
with the mediator, the sensor may divulge higher resolu-
tion location, contextual, and sensor data for the purpose
of aggregation and verification.. How best for the sensor
to manage its relationship with the mediator remains an
open question. The sensor also discloses potentially sen-
sitive information to the registry, but the sensor must as-
sume that once data is handed out to a subscriber, that the
data is ”out” and publicaly available. Thus, the registry
disclosure rules should not be used for security purposes,
but rather as a way to describe an appropriate matching
against subscriber queries.

In general, the network, mediators, and registry are
considered trustworthy by all, unless proven otherwise.
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Sensor Mediator1 Registry Mediator2 Subscriber

1. The sensor 
registers a data 
stream.

2. Sensor starts 
sending data

3. A subscriber makes 
a query via its 
mediator.

4. The Registry 
matches the request 
to available data 
streams.

7. Mediator1 sends 
data to Mediator2, 
which in turn forwards 
to the subscriber. 
Subscriber 
accumulates, 
aggregates, and may 
respond to clients of 
its own.
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5. The Registry 
responds to Mediator2 
with a handle to a 
stream and forwards it 
to the subscriber.

6. The Subscriber 
selects which streams 
to pull.

3

Figure 1: A sequence diagram of an example exchange between a sen-
sor and subscriber.

This is not significantly different from the trustworthi-
ness afforded to similar components such as firewalls,
DNS servers, email servers, etc. that are operated and se-
cured by network administrators and service providers.

The trustworthiness of data received by the subscriber
should be held with the same regard as any other data that
a subscriber receives over the network. There are situa-
tions where an adversary has an incentive to advertise
false data, and it is only through the availability of a suf-
ficient number of honest components (sensors, devices,
mediators, and registries) that a subscriber would hope
to statistically verify the integrity of the data it receives.

3.3 An Example Exchange
Figure 1 depicts an example exchange between a sensor
and subscriber. The steps below go into more detail.

Step 1. Upon deployment and configuration by its
owner, a sensor registers the streams it is publishing with
the registry service via Mediator1. The registration con-
tains information about the sensor type, location, and
context. It is these attributes that others will use to search
and subscribe to sensor data streams. The registration
will also contain disclosure and verification rules. For ex-
ample, a sensor device could register (location= “Main
Library”, type= “microphone”, format= “spectrogram”,
UID= “3241531”). The sensor contributes to the location
information in the data stream attribute, since the loca-
tion may be at a finer granularity than to which the fabric
is able to attest. If the sensor is mobile, it is the sensor’s
responsibility to detect when it may have changed loca-
tion and should bind with a new mediator and update the
registry.

Step 2. The sensor now begins to publish its data to
Mediator1, either proactively or when queried by that
Mediator1 (as a consequence of a request by a sub-
scriber).

Step 3. Sometime later, the Subscriber sends a query

Registry

Sensors

Subscriber

Mediator2

Mediator1

Nokia N80

Sensor Base

ESP Server

Cisco AON Switch

Cisco AON Router

Nokia 770

Figure 2: Partisan Components.

to the Registry through its mediator, Mediator2. The re-
quest contains disclosure rules as well. It needs to go
through Mediator2 in order for the fabric to attest to the
location (or similar attributes) of the requestor, as the
sensor may have disclosure controls that are a function
of requestor’s attributes.

Step 4. The Registry reconciles the disclosure rules
of the sensor publishing the data with the request and
attributes of the subscriber.

Step 5. The Registry returns a pointer to the matching
sensor data streams to Mediator2. These pointers direct
the holder to mediators that proxy the corresponding data
streams.

Step 6. The Subscriber then directs Mediator2 as to
which particular data streams to pull. (In the figure,
there’s only one stream to pull.)

Step 7. Mediator2 then pulls the requested data
streams from Mediator1.

3.4 Prototypes
We have prototype implementations of our four system
components, as depicted in Figure 2.

The prototype sensor platforms are the Nokia N80
smart phone, and the Nokia 770 Internet Tablet. An
example application is the EcoPDA (Ecological PDA)
Project [2], an effort underway to assist in field observa-
tions for biodiversity and ecological research. With little
modification, the EcoPDA project can satisfy the role of
the Sensor in PSUS applications. The goal of EcoPDA
is to automate or augment many aspects of mobile data
entry (GPS location, voice recording, imaging) as well
as prompt for and verify data input by the data provider.
Additionally, the EcoPDA will upload to an aggregator,
SensorBase [4] (described later in this section), on behalf
of the data provider.

The prototype mediator rests upon the AON (Applica-
tion Oriented Networking) platform. In [1], Sankar de-
scribes how AON platforms contribute to the architec-
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ture of intelligent edge networks. The salient features of
AON routers and switches are that they do application-
level message classification, provide a declarative policy
framework within which to operate on these messages
(drop, cache, modify, forward), and offer an interface to
easily inject policy into the network. We are currently
developing software running on an AON Volant Blade to
do simple location testimony/verification/obfuscation, as
well as data aggregation.

The prototype registry is built upon the ESP frame-
work. [11] ESP brings forward several concepts that are
essential to managing, querying, and interacting with
the wide variety of network sensing systems. The unify-
ing interface language is ESPml. Sensor systems register
themselves by describing their capabilities as an ESPml
document. Agents can query the registry based on an area
of interest and are returned an ESPml document that con-
tains all the systems that match the query.

The prototype aggregator is SensorBase.org [4], which
is a platform for common data storage and management
for sensor networks. It provides users a web-service in-
terface for publishing sensor network data. SensorBase
also acts as a sensor network specific search engine, al-
lowing users to query for specific data sets based on geo-
graphic location, sensor type, date/time range, and other
relevant fields. Furthermore, the ability to search based
on characteristics or features of the data themselves will
soon be added.

4 CONCLUSION

We have presented an architecture for infrastructure sup-
ported selective data sharing and verification. Network
testimony of when and where data is first injected al-
lows mediating infrastructure nodes to execute selective
data sharing on behalf of data contributers, and verifica-
tion functions on behalf of data consumers. The result is
an audit trail that plausibly verifies the integrity of the
sensor data and some degree of context around that data
(time and location). These services are a requirement for
a rapidly emerging class of applications that draw upon
sensed information about people, objects, and physical
spaces.

There is a natural resistance to introducing yet more
functionality into the network infrastructure. However,
the services we propose (time and location testimony)
are aspects of communication to which the network al-
ready has access; our proposal is to expose and utilize
this information in novel ways. In principle it’s possi-
ble to achieve some of the same effects of verification
and selective sharing through end-to-end mechanisms
(possibly with cryptographic techniques like zero knowl-
edge proofs), but may not always be possible or practi-
cal. Thus, our architecture represents a trade-off between
trust and practicality, taking into consideration the often-

limited resources of the sensor.
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