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Abstract

The self-organized growth of the Internet has resulted in Internet topology that is unplanned and completely decentralized. To the best of our knowledge, there is no study in the past that has considered how this affects (or can affect) network protocols. In this thesis we consider the impact of network topology on protocol performance. In particular, we ask the following three questions: What is the impact of the underlying topology on protocol performance? Can we use information about the underlying topology to improve protocol performance, and what gain can we expect? Can we use end-to-end mechanisms to design protocols that are adaptive to the underlying network topology?

In order to answer those questions, we study four specific problems that may be impacted by the underlying topology: multicast forwarding state aggregatability for network-layer multicast routing, Content Distribution Network replica placement, application-level and router-assisted hierarchical reliable multicast schemes, and application-level multicast routing.

Our findings are three-fold:

1. The underlying topology can make up to an order of magnitude difference in performance, but typically it causes at most a factor of two performance difference.
2. The performance of topology-sensitive protocols can be improved significantly even with limited knowledge about the underlying topology.

3. End-to-end mechanisms can be adaptive to the underlying network topology and participant placement; further, in many cases their performance can be comparable to the performance of topology-informed mechanisms.

In our study we use numerical simulations with a variety of network topologies and client placement, as well as real-world Internet experiments. As part of our study on application-level multicast routing we design and implement a set of algorithms for creation and management of application-level multicast data distribution trees. This implementation is now used in Yoid application-level multicast system.
Chapter 1

Introduction

One of the main reasons for the enormous success of Internet is its ability to support a large variety of applications with different requirements and characteristics: from email, file transfer, and remote telnet access to Web, real-time audio, video, and interactive games. Yet, it is decentralized in its organization and operation, and is self-evolving without explicit guidelines or central planning.

There are not many, if any, technological inventions that have been “left on their own” to grow, and have been as successful as the Internet. So, we ask, is there anything special about the Internet so it has accommodated, and continues to accommodate a large variety of applications, and at the same time it has sustained exponential growth without sacrificing performance or functionality.

One plausible answer for its success is its “openness” for everyone who wants to be a part of it. We, however, argue that this is necessary, but not sufficient to achieve the momentum it has.

Another answer is the end-to-end design principle of the Internet [105] that has been a guideline for designing new Internet protocols for more than two decades. The end-to-end
argument suggests that “specific application-level functions usually cannot, and preferably should not, be built into the lower levels of the system—the core of the network.” The end-to-end principle explains the universality and adaptability of Internet, but does not explain why Internet has been able to grow exponentially and keep-up with the increased demand for performance. Indeed, as a result of the end-to-end principle, the network is not required to support any particular application, which not only simplifies the network management, but allows to build simpler and faster routers.

Faster routers and links are necessary to better performance, but there is no guarantee that all users will observe performance improvement, unless the whole Internet is upgraded or re-engineered to achieve the desired performance.

The work in this thesis is motivated by the following question:

*Is there anything else beyond raw wire speed and router throughput that has impact on network performance?*

In our search for an answer, we study the impact of network topology itself on protocol performance.1 In particular, we address the following three questions:

1. What is the impact of the underlying topology on protocol performance? In other words, if the Internet topology were substantially different, should we expect similar performance?

---

1 For the rest of this thesis we use the term “protocol performance” to denote the performance of either an abstract or a particular architecture. Also, we do not define explicitly the term “performance” in general, because it has to be associated with a particular metric that typically has meaning only within a particular architecture.
2. Can we use information about the underlying topology to improve protocol performance, and what gain can we expect?

3. Can we use end-to-end mechanisms to design protocols that are adaptive to the underlying network topology?

In order to answer these questions, we look into some specific problems that may be impacted by the underlying topology. Below are the four particular problems we consider, and a brief description of each of them.

1. Multicast forwarding state aggregatability for network-layer multicast routing. The multicast forwarding state is much more difficult to aggregate than the unicast forwarding state, because the outgoing interface set of each entry can change dynamically. Therefore, the amount of state in a router can be proportional to the number of existing multicast data distribution trees that use that router. The number of multicast trees a router belongs to depends not only on the number of active multicast groups and participants placement, but also the topology itself. E.g., the router in the center of a star topology will belong to all active multicast trees. Theoretically, this number is limited only by the size of the multicast address space ($2^{28}$ and $2^{120}$ for IPv4 and IPv6 respectively), therefore the amount of state a router may need to keep can be beyond its capacity. By aggregating the multicast forwarding state in a router, that router can continue to operate and perform its functions.

2. Content Distribution Network replica placement. Server replication is used in Content Distribution Networks (CDNs) to improve the access latency, server availability, and to reduce network overhead. Because the number of replicas we can have is limited,
the question is, given some number of replicas, how to place them in the network to achieve maximum performance (e.g., low access latency).

3. **Hierarchical reliable multicast schemes.** There is a variety of hierarchical schemes for reliable multicast. Some of them require explicit support from the network, while others do not make any assumption about the network (*router-assisted* and *application-level* multicast hierarchical schemes respectively). In our study we compare the performance of such two schemes.

4. **Application-level multicast routing.** Application-level multicast (also called *endsystem* multicast) is a truly end-to-end alternative to traditional, network-layer multicast, and has the advantage that it does not require special support from the network. Its drawback however is that the communication may be sub-efficient compared to network-layer multicast. Further, even if estimated performance difference may be acceptable, designing a practical scheme to minimize that difference may not be an easy task.

<table>
<thead>
<tr>
<th>Question</th>
<th>Multicast state aggregation</th>
<th>Replica placement</th>
<th>Reliable multicast</th>
<th>Application-level multicast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topology impact</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Topology knowledge</td>
<td></td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>End-to-end mechanisms</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 1.1: Relation between thesis questions and case-studies.

Table 1.1 summarizes the relation between each of the above examples we study and the questions we try to answer. For example, we use the the replica placement study, and
the hierarchical reliable multicast schemes study to understand better the impact of using knowledge about the underlying topology to improve protocol performance.

We should note that our interest of studying protocol performance is within the context of multi-party architectures. The impact of topology on protocols that involve only two participants can be simplified to studying single-chain topologies. We believe this is a problem that is also interesting to study, but is outside the primary focus of our work.

In our study we use a number of topologies, including a real-world router-level topology. As part of our evaluation, we consider the placement of the end-users participants (henceforth called clients or receivers) as well, because it is directly related to how a topology is “used.”

How the findings from our case studies relate to the questions we ask in this thesis? Below we summarize those findings, which are also the main contribution of this thesis.

The underlying topology can make up to an order of magnitude difference in performance, but typically it causes at most a factor of two performance difference.

For example, the topology significantly affects multicast forwarding state aggregatability: for low receiver occupancy the aggregatability for some topologies can be on the order of 10 times and higher (e.g., real-world topologies, random graph), but for other topologies it is on the order of 2 times (e.g., tree, mesh, some generated topologies). In other cases, such as hierarchical reliable multicast and application-level multicast, the performance results do not vary significantly for different topologies (typically the difference is within a factor of 2). Based on the particular metrics we use in our evaluation, we believe that the
topology impact is smaller on protocol performance metrics that are based on relative values (e.g., if the metric is the relative tree size difference between two protocols), because the topology factor that has impact on protocol performance will, in most cases, affect similarly all evaluated protocols. On the other hand, the topology impact is larger on protocol performance metrics that are based on absolute values (e.g., a metric such as multicast distribution tree size in number of hops). The only exception among the topologies we have studied is the mesh topology for which even the relative performance difference is notably larger than the other topologies. Based on those findings we conclude that the topology indeed has impact on performance, but in many cases that impact is on the order of two.

**The performance of topology-sensitive protocols can be improved significantly even with limited knowledge about the underlying topology.**

A topology-sensitive protocol would benefit most from information about the underlying topology if it has knowledge about the complete topology. However, for large networks such as the Internet it not practical to require complete topology information for reasons such as lack of a scalable mechanism for collecting the information and keeping it up to date. Therefore, a protocol should not require complete knowledge about the topology in order to operate properly and efficiently. Instead, it should, whenever possible, use limited topology knowledge as hints to improve performance, as long as this knowledge is easily inferred. Our argument, supported by our findings, is that even small amount of information may be useful to improve protocol performance. For example, information about node fanout may be sufficient to place a limited number of replicas in the network and
achieve performance that usually requires much more complicated solutions. Similarly, the performance of application-level reliable multicast hierarchies can be improved significantly to a level that is comparable to the performance of solutions that require router support, if information such as end-to-end node distance is available to the participants. Therefore, a protocol should be allowed to use mechanisms to collect information about the topology, as long as those mechanisms are practical and scalable.

**End-to-end mechanisms can be adaptive to the underlying network topology and participant placement; further, in many cases their performance can be comparable to the performance of topology-informed mechanisms.**

If no topology-related information is available, it is possible to design protocols that use only end-to-end mechanisms and that are adaptive to the underlying network topology and participant placement. In many cases, their performance is comparable to the performance of protocols that use the help of topology information. For example, in case of application-level multicast we can use end-to-end mechanisms to improve significantly the end-to-end data propagation latency so it can be within a factor of 2.5–3.0 of the unicast latency. Similarly, application-level assisted hierarchies for reliable multicast data recovery can be modified to use traceroute mechanisms to compute the number of hops between participants, and then this information can be used to create an efficient hierarchy that has performance typically within a factor of two of router-assisted hierarchies.

We acknowledge that network topology is not the only factor that has impact on performance. It, however, is one of the major factors, or at least a factor that can explain
the less-than-expected impact that other factors such as client location can have on protocol performance. Our study is far from being completed. It is only a small step toward understanding the mechanisms behind complex systems such as the Internet.

The rest of the dissertation is organized as follows. Chapter 2 is our case-study of topology impact on protocol performance within the context of multicast forwarding state aggregatability. In that chapter we also describe some practical solutions of the problem. Chapter 3 is our case-study of the replica placement problem within the context of Content Distribution Networks (CDNs). In Chapter 4 we study the performance of hierarchical reliable multicast schemes. In Chapter 5 we present our work on application-level multicast and demonstrate its adaptability. Related work is in Chapter 6. Conclusions and future work are in Chapter 7. Appendix A contains our work on multicast address allocation, which is not directly related to the main topic of this thesis, but relates to our work on multicast forwarding state aggregation.
Chapter 2

Case Study: Multicast Forwarding State Aggregation

Scalable and efficient distribution of multicast data is achieved by multicast routing protocols. These protocols usually construct a multicast distribution tree, and create state in the intermediate routers. Due to the difficulties of aggregating the multicast state, the amount of state in a router can be proportional to the number of multicast distribution trees it belongs to, and theoretically this number can be as large as the multicast address space (e.g., $2^{28}$ addresses for IPv4). Intuitively, the amount of state in all routers will be different; e.g., the core routers will have more state than edge routers. In this chapter we investigate the topology sensitivity of multicast forwarding state aggregatability. Our study shows that the state is aggregatable, but the aggregatability is impacted by the underlying topology. However, for all topologies we investigated, the aggregation ratio is less than expected. In the second part of the chapter we describe one solution to the problem: a leaky aggregation mechanism that can be used to improve aggregation at the expense of small network bandwidth overhead.
2.1 Introduction

Today, an increasingly wide variety of applications are based on IP multicast [25]: audio and video transmissions [10] data replication [39], Web caching [135], and collaborative workspaces [36]. These applications owe their success to a key property of today’s multicast infrastructure: mechanisms for scalable distribution of data flows to multiple receivers that avoid replicating data traffic on shared links of the distribution paths (see Figure 2.1). The design of these applications is greatly simplified by a key feature of the IP multicast service model: the level of indirection provided by logical group naming [77].

Scalable and efficient distribution of multicast data is achieved by multicast routing protocols. These protocols usually construct a multicast distribution tree. They contain mechanisms that enable receivers in a given multicast group to rendezvous with senders, and then establish the corresponding forwarding state in routers that achieves efficient distribution. Since Steve Deering’s original work on multicast datagram service [25], various distribution tree building and rendezvous mechanisms have been proposed and deployed [94, 84, 26, 33, 4, 115]. Some of these mechanisms have limited scalability (within a single domain), while other have been designed to scale to the entire Internet.

Scalable routing mechanisms alone may not ensure the scalability of the Internet multicast architecture. Specifically, we believe there is an architectural argument for considering multicast forwarding state aggregation. This argument proceeds as follows. The logical naming feature of IP multicast necessitates per-group forwarding entries in routers. Each such entry implies a “cost” to the overall architecture. This cost is affected by the traffic bandwidth associated with the group. Creation of forwarding entries for high bandwidth
groups (e.g., for example video and audio sessions) is justified by the bandwidth savings of using multicast. To justify supporting relatively low-bandwidth groups (e.g., whiteboard-type applications [36] and event notification services [9]), however, we need mechanisms that amortize the cost of maintaining forwarding entries over many low-bandwidth groups. One way to do this is to aggregate multicast forwarding entries for low-bandwidth groups. To our knowledge, this problem has not been widely considered in the literature.

Even apart from this architectural argument, there is a practical reason for studying multicast forwarding state aggregation. Unicast forwarding state aggregation is well-understood, but, because multicast receivers are not—in general—topologically related, it is unclear whether these unicast techniques apply. Moreover, the multicast problem is potentially much greater compared to unicast, because the possible number of multicast groups grows combinatorially with the number of network nodes. For example, IPv4 [93]
allows up to $2^{28}$ multicast groups. Network capacity permitting, it is not inconceivable that some significant fraction (say 50%) of these groups are simultaneously in use. In this case, some routers may need more than 0.5 GB memory to store the forwarding entries. Under similar assumptions, an IPv6 [27] router might need several Terabytes for the forwarding entries!

In this chapter we look into the problem of multicast forwarding state aggregation for network-layer multicast routing. First we explain why aggregation is important, and we describe the problem in more details. Then, we investigate the impact of topology on the state aggregatability in general, without having in mind any particular aggregation scheme. Finally, we look into practical mechanisms for multicast forwarding state aggregation, and describe and evaluate one possible solution. Our solution targets the scaling of forwarding state to the number of high-bandwidth groups. It does this by aggregating, where possible, low-bandwidth groups. This aggregation allows for leaks\footnote{To our knowledge, Van Jacobson was the first to suggest this tradeoff [56] for multicast forwarding.}—traffic for a group may follow paths that do not lead to any receiver for that group. The aggregation strategy limits the bandwidth allocated for leaks to a fixed fraction of link capacity at each router.

The rest of the chapter is organized as follows. Section 2.2 describes IP multicast and presents the difficulty of the problem. Section 2.3 looks into the topology impact on state aggregatability. Section 2.4 describes several aggregation strategies, and works out the details of one practical solution to the problem, the leaky aggregation strategy. Section 2.5 shows that, for a wide variety of traffic mixes and receiver distributions, the leaky aggregation strategy manages to closely track the number of high bandwidth groups, even with dynamic data traffic and a large number of joins/leaves. Section 2.6 discusses
the interplay between leaky forwarding state aggregation and existing multicast routing protocols. Section 2.7 contains a description of how to avoid some problems in case of multicast routing protocols such as BGMP [66] and CBT [4]. Finally, Section 2.8 contains the pseudo-code of the leaky aggregation algorithm.

2.2 Motivation

In the previous section, we argued that multicast forwarding state aggregation is necessary because forwarding state incurs a bandwidth-dependent architectural cost. Before we develop this argument further, we briefly describe multicast forwarding and forwarding state aggregation.

2.2.1 Multicast Routing and Forwarding

Multicast routing protocols achieve efficient data distribution from senders to receivers. They do this by setting up distribution trees that span all group members. The subject of scalable tree construction protocols has received much attention in the literature [94, 84, 26, 33, 4, 115]. A common feature of these protocols is that they all build multicast distribution trees rooted at some particular node.

The outcome of every tree construction protocol is a collection of forwarding entries at each router in the network. Together, these forwarding entries effect data distribution from sources to receivers. At a given router, the forwarding entry determines which neighboring routers receive copies of an incoming multicast packet. For example, Router R1 in Figure 2.1 has forwarding entries for group 1 and group 2. The forwarding entry for group 1 specifies that links R1-R2 and R1-R3 belong to the distribution tree of group 1. The
forwarding entry for group 2 specifies that link R1-R2 belongs to the distribution tree of group 2.

In its most general form, a multicast forwarding entry contains four pieces of information: a source address prefix (an initial bit-substring of an address—IPv4 prefixes are usually represented by, for example, by an IP address followed by the length of the initial bit substring \(123.4.56.0/24\)), a group address prefix, an incoming interface set, and a set of outgoing interfaces. For a given forwarding entry, its address prefixes represent the range of sources and groups whose distribution tree is represented by that entry. The incoming interface represents the router's "parent" in that distribution tree, and the outgoing interfaces represent the router's children. A forwarding entry matches a multicast data packet if its source address prefix is the longest initial bit-substring (among all other forwarding entries) that matches the packet's source address, its group address prefix is the longest initial bit-substring that matches the packet's group address, and the interface on which the packet was received is included in its incoming interface set. A copy of every such packet is forwarded on the outgoing interface set (Figure 2.2).

1. Destination lookup

\[
\begin{array}{|c|}
\hline
\text{iif} \\
\hline
\text{S=0.0.0.0/0} \\
\text{G=224.0.1.2/32} \\
\hline
\end{array}
\]

2. If packet received on iif, forward on all (oifs - iif)

Figure 2.2: Forwarding a multicast packet for source = "any" and group = 224.0.1.2

Existing multicast routing protocols differ slightly in the types of forwarding entries they generate:
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**Group specific vs source-group specific:** In group-specific entries, the source address prefix has zero length. That is, any source address matches that prefix. Usually, these entries are created by protocols that build distribution trees rooted at a group-specific *Rendezvous Point* [33, 4] or *Root Domain* [115]. Source-group specific entries contain non-zero source and group address prefix lengths. This type of forwarding entry is usually created for distribution trees rooted at the source [94, 84, 26, 33, 50, 91], but [4] is a notable exception.

**Uni-directional vs bi-directional** A given multicast routing protocol may define forwarding entries to be either *uni-directional* or *bi-directional*. Uni-directional forwarding entries result in multicast traffic that flows only “down” the distribution tree (from the root of the tree towards the receivers) [94, 84, 26, 33, 50]. Bi-directional forwarding entries result in distribution trees that allow traffic from a sender to reach its nearest router on the tree, then traverse the tree simultaneously towards the root and towards receivers [4, 115, 91]. To achieve bidirectional forwarding, an entry’s incoming interface set trivially includes all interfaces of a router.

These semantic differences between forwarding entries is useful for understanding the design of forwarding state aggregation mechanisms.

### 2.2.2 Forwarding State Aggregation

But what do we mean by forwarding state aggregation? Consider Figure 2.3. This shows two forwarding entries with matching incoming interface and outgoing interfaces. The group address prefixes of these entries are adjacent—*i.e.*, there exists a single address prefix that includes both those group address prefixes. In such situation, these two multicast
forwarding entries can be *aggregated* (represented by a single entry) as shown. This is not the only way to aggregate multicast forwarding entries; Section 2.4 describes other approaches.

\[
\begin{array}{c}
\text{iif}_0 \\
224.0.1.0/32 + 224.0.1.1/32 = 224.0.1.0/31 \\
oi_1 \
oi_2 \end{array}
\]

Figure 2.3: Example of aggregating multicast forwarding entries.

Notice that the example in Figure 2.3 omits the source prefix. In this work, we focus on *aggregating group-specific multicast forwarding entries*. Recall that such entries match any source address. Group-specific entries are created by multicast routing protocols that build *shared* (rather than per-source) distribution trees. It is generally acknowledged that scalable inter-domain multicast routing can only be achieved using shared trees [115].

The following subsections consider these questions: Why is it important to solve the problem of aggregating group-specific forwarding entries? Why is it hard? Is the problem solvable?

### 2.2.3 Why is aggregation important?

One way to argue for the importance of multicast forwarding state aggregation is to observe the following: there is no "natural" limit to the number of concurrently active multicast sessions in an internet. The capacity of the network bounds, in some loose sense, the number
of concurrent audio or video sessions. However, the same cannot be said of all multicast applications. One example is an event notification service [9]: event generators intermittently multicast events to interested clients. Another example is congestion-adaptive multicast applications (e.g., file transfer, multicast distribution of software updates) that make use of whatever bandwidth is available to them. This problem of unbounded multicast forwarding state growth is particularly crucial in core or backbone routers (Figure 2.4).

![Image](image_url)

Figure 2.4: Example of multicast forwarding entries concentration: the router at the center (R3) has the largest number of entries (three).

In the absence of a natural limit to the number of concurrently active multicast groups, the size of the multicast groups is limited only by the available address space: $2^{28}$ for IPv4 and $2^{120}$ for IPv6. Then, if a router has 32 interfaces, the memory required to store multicast forwarding entries (assuming a 50% address space utilization and one bit of information per interface per entry) is at least 512 MB for IPv4 and $10^{24}$ Terabytes of memory for IPv6! It is conceivable that, within 3-4 years, high-end routers will have enough
high-speed forwarding table memory to satisfy the needs of IPv4. However, forwarding state aggregation may be imperative for scaling IPv6.

Apart from this pragmatic argument based on technological trends, an architectural argument can be made for multicast forwarding state aggregation. This argument is based on the utility of multicast forwarding entries. Informally, the utility of a multicast forwarding entry to the infrastructure increases in proportion to the corresponding group's bandwidth. Thus, bursty low-bandwidth applications like event notification [9], or non-bursty low-bandwidth applications (like periodic Web document invalidations [104, 124]) generate the least utility; their infrequently used forwarding entries occupy expensive router memory. It is unclear whether such low bandwidth groups will predominate in the future. However, we believe that the architecture of an internet should not artificially constrain the numbers of such groups. For this reason, we argue the need for a forwarding table structure that provides higher overall utility with respect to forwarding table occupancy.

2.2.4 Why is it hard?

Aggregation of unicast forwarding entries is well understood [103]. This aggregation is achieved by careful unicast address assignment. Topologically contiguous networks are assigned adjacent address prefixes. In this way, an entire autonomous system (AS) can sometimes be represented in the forwarding table by a single forwarding entry in a backbone router.

These techniques do not apply to multicast forwarding. Today, multicast group addresses are largely assigned in topologically independent way. One proposal for inter-domain multicast address assignment [115] proposes to dynamically assign blocks of group
addresses to individual ASs.\textsuperscript{2} Even if they were assigned using this method, the receiver
distributions for adjacent groups could differ. That is, there is little likelihood of having
many situations that correspond to Figure 2.3.\textsuperscript{3}

In the next section we look into the state aggregatability in general, from information-
theory perspective, to have some insensitive whether it is solvable. After that we look into
one possible solution of the problem.

2.3 Topology Impact on Multicast Forwarding State

Aggregatability

In this section, we investigate the topology sensitivity of multicast forwarding state aggreg-
gatability. Unicast forwarding tables aggregate well because addresses are, to some extent,
assigned topologically [103]. Unfortunately, multicast forwarding information cannot be
aggregated using similar mechanisms, because the outgoing interface set of a single entry
changes dynamically and is determined by the existence of downstream receivers. Without
any aggregation (and assuming a bidirectional shared tree routing protocol) the number
of multicast forwarding entries in a router can be proportional to the number of active
multicast groups.

Interface-centered multicast forwarding state aggregation technique is proposed in [116].
This technique essentially represents the entire multicast forwarding table as a collection
of per-interface bit strings. These bit strings indicate if, for the corresponding groups, a

\textsuperscript{2}See also Appendix A for details and evaluation of this architecture.

\textsuperscript{3}Some have argued that, when multicast addresses are assigned topologically, there is some chance of
receivership congruence. For example, the population interested in any group initiated within AS X is
likely to be the same. This is an interesting, but yet unverified, hypothesis.
specific interface belongs to the outgoing interface set. The aggregation technique simply compresses these bit strings using run-length encoding for example. Such an aggregation technique is strict. By contrast, later in this chapter we consider leaky aggregation, where, for some groups, outgoing interface sets are not correctly preserved in the aggregation, resulting in traffic leakage in directions where there are no receivers.

Our focus in this section is on the topology dependence of strict aggregation. However, rather than evaluate a particular aggregation technique, we investigate the bounds of the aggregatability of the multicast forwarding state. To do this, we consider a simple information-theoretic approach. For a given group, let $p$ be the probability that a particular interface of a router is an outgoing interface for that group. Then, the number of bits needed to represent this information is simply the entropy [21]:

$$H(\text{Interface}, \text{Group}) = H(p) = -p \log_2(p) - (1 - p) \log_2(1 - p)$$ (2.1)

Our metric for aggregatability, interface entropy, is defined as the average entropy of an interface over all nodes.

To compute our aggregatability metric, we use the following methodology. We first uniformly select a node in the topology to be the root of the multicast distribution tree for a given group. Then, we assume that each node in the network has an identical probability of having an attached receiver (we call this the receiver probability). Tracing the reverse path from the receiver to the source, we can assign the corresponding probability to interfaces along the path. Where there exist multiple equal-cost paths, we assume that each of these paths has an equal probability of being chosen. In this manner, we can compute, for each
router, the average interface entropy for the group. For a given topology, we repeat this procedure for different receiver probabilities and average the results over different choices for tree root.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Nodes</th>
<th>Links</th>
<th>Diam.</th>
<th>Ave. dist.</th>
<th>Ave. fanout</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transit-stub</td>
<td>1008</td>
<td>1399</td>
<td>20</td>
<td>8.8</td>
<td>2.8</td>
</tr>
<tr>
<td>Tiers</td>
<td>5000</td>
<td>7084</td>
<td>39</td>
<td>15.3</td>
<td>2.8</td>
</tr>
<tr>
<td>Waxman</td>
<td>5000</td>
<td>18046</td>
<td>8</td>
<td>4.5</td>
<td>7.2</td>
</tr>
<tr>
<td>Mbone</td>
<td>4179</td>
<td>8549</td>
<td>26</td>
<td>10.1</td>
<td>4.1</td>
</tr>
<tr>
<td>AS</td>
<td>4830</td>
<td>9077</td>
<td>11</td>
<td>3.7</td>
<td>3.8</td>
</tr>
<tr>
<td>Internet core</td>
<td>54533</td>
<td>146419</td>
<td>23</td>
<td>7.6</td>
<td>5.4</td>
</tr>
<tr>
<td>Random</td>
<td>5000</td>
<td>24926</td>
<td>7</td>
<td>4.0</td>
<td>9.8</td>
</tr>
<tr>
<td>Mesh</td>
<td>10000</td>
<td>19800</td>
<td>198</td>
<td>66.7</td>
<td>4.0</td>
</tr>
<tr>
<td>Reduced mesh</td>
<td>10000</td>
<td>9999</td>
<td>199</td>
<td>83.2</td>
<td>2.0</td>
</tr>
<tr>
<td>K-ary tree (3-ary)</td>
<td>9841</td>
<td>9840</td>
<td>16</td>
<td>14.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 2.1: Metrics of used topologies.

In this study we look into several topologies. Some of them are generated by topology generators, other are real-world topologies created by collecting various data. We use some canonical topologies as well. Below is a brief description of each topology. Some of the characteristics of those topologies are summarized in Table 2.1.

The generated topologies we use in our study are:

**Transit-stub** This is a topology generated by the Georgia Tech Internet Topology Modeler (GT-ITM) [8], a topology generator that has a number of parameters to define the generated topology. Typically, it is used to generate two-level topology. Initially it creates a number of top-level transit domains within which edges are assigned at random. Each transit domain has attached to it several stub domains that are
generated similarly. Additional stub-to-transit links are added at random as well, based on a parameter.

**Tiers** This is another generated topology, but by a different topology generator [31]. First, a number of top-level networks are created, and each of them has several intermediate tier networks attached to it. Similarly, several LANs are attached to each of the intermediate tier networks. Within each tier (except LANs which always have star topology), the generator connects all nodes by a minimum spanning tree, based on the Euclidean distance between every two nodes. Then, it adds more links in order of increasing inter-node Euclidean distance. Finally, a number of inter-tier links are added at random, based on a parameter.

**Waxman** This is another topology generated by GT-ITM, but is based on a different topology model [127].

First, the network nodes are randomly distributed over a rectangular coordinate grid and the links between every two nodes are added at random with probability based on the Euclidean distance between them:

\[ P(x, y) = \beta e^{-\frac{d(x, y)}{\alpha L}}, \]

where \( d(x, y) \) is the distance between node \( x \) and node \( y \), \( L \) is the maximum possible distance between any pair of nodes, and \( \alpha \) and \( \beta \) are parameters used to modify the shape of the network (\( 1 \geq \alpha > 0, \beta > 0 \)).

The real-world topologies we use are:
Mbone  This is a router-level topology of the Mbone [75] multicast network overlay. It is obtained by recursively querying each multicast router for its neighboring routers [123].

AS  This domain-level topology of the inter-autonomous system (AS) connectivity is created based on the BGP AS path information carried by the backbone routers [122, 12]. Even though this is not a router-level topology, we include it for completeness.

Internet core  The topology information was collected by using a large number of traceroute requests sent over the Internet [38, 123]. The resulting topology had 228263 nodes and 320149 links. Then we recursively removed all nodes that have a fanout of one to obtain a topology we call Internet core. The reason that we truncate the original topology is to remove the long, “skinny” branches that do not represent well the network connectivity at the edges, but are an artifact from the particular methodology used to obtain the topology information.

![Example of a reduced mesh topology.](image)

Finally, we consider the following canonical topologies as well:

Random  All links in this graph are assigned at random, with uniform probability.

Mesh  Also known as grid.
**Reduced Mesh** We start with a mesh, and the remove all vertical links, except the links of the column in the middle. See Figure 2.5 for an example.

**K-ary tree** An uniform tree where each node has $k$ children, except the leaf nodes. In this study we use a 3-ary tree of depth 8.

![Graphs](image)

(a) Real topologies  
(b) Canonical topologies  
(c) Generated topologies

Figure 2.6: Average interface entropy.

**Interface Entropy Results**

Figure 2.6 shows the average interface entropy, as a function of receiver probabilities, for all topologies described above (smaller entropy corresponds to better aggregatability).

The first observation we can make is that each of the canonical topologies shows very different behavior (Figure 2.6(b)). The entropy for both the mesh and the random graph increases monotonically with receiver probability, but for the mesh, unlike the random graph, the entropy approaches 1 in the limit of complete occupancy. This is because of the prevalence of equal-cost shortest paths in the mesh. On the other hand, the tree and the
reduced mesh have single-peaked, although completely distinguishable behavior, with zero entropy in the limit.

All real topologies (Figure 2.6(a)) are single-peaked with non-zero entropy in the limit. In this sense, their behavior represents some combination of a tree and a random graph. Of the three real topologies, the Mbone topology resembles a tree most. On the other hand, the Internet topology is closest to a random graph. Among the generated topologies (Figure 2.6(c)), the Waxman closely approximates a random graph. Tiers and Transit-stub qualitatively resemble the single-peaked, non-zero limiting behavior of real topologies.

We also investigated the worst-case interface entropy, defined as the maximum interface entropy averaged among a number of groups rooted at different nodes. With this metric, the distinctions between topologies disappear because in almost all cases the worst-case entropy is close to 1 (i.e., the state is not aggregatable),

These results reveal that, for very low occupancies (about 3%), routing state for a single group can be compressed by up to a factor of 10. For receiver probabilities on the order of 10%, the aggregatability decreases to 3. This result is true for all real-world topologies. On the other hand, the aggregatability of random graph is notably better, than real-world topologies, and can be on the order of up to 20 times for very low occupancy. Those results qualitatively match the findings in [116] where the interface-centered technique achieves some, but not dramatic, aggregation. Finally, recall that we chose uniform receiver placement. For this reason, our results may not reflect reality, but lacking probabilistic models for receiver clustering, uniform placement is our only available choice.4

---

4The client placement models described in Section 3.2.3 can be used to assign specific client placement, and cannot be used as client placement probabilistic models.
2.4 Leaky Aggregation of Multicast Forwarding State

2.4.1 Is there hope?

Before we answer this question, we describe a desirable goal for multicast forwarding state aggregation. This goal is motivated by an observation in Section 2.2.3, that the utility of a multicast forwarding entry is proportional to the bandwidth of the corresponding group(s). A desirable goal for forwarding state aggregation, then, is to scale the worst-case forwarding table size approximately proportional to the number of high-bandwidth groups. This goal is desirable because the number of high bandwidth groups is naturally limited by the available network capacity.

Our statement of the scaling goal is deliberately imprecise. A more precise statement is not essential to our argument. Furthermore, it is hard to quantify what exactly high bandwidth means. Intuitively, by this we mean audio and video applications that have fixed bandwidth requirements, or are rate-adaptive within some relatively small bandwidth range. By contrast, we use the term low bandwidth to refer to applications such as event notification [9] or multicast Web document invalidation [104, 124]. We also do not attempt to quantify our scaling goal. Rather than trying to achieve a fixed aggregation target (e.g., a table size that is no more than 5% of the number of groups), we ask what aggregation is achievable with bounded resource utilization.

We would like to achieve this goal, as we’ve said before, for aggregating group-specific entries. Furthermore, our approach leverages the topological assignment of group addresses; the root of the shared tree for a group is, with high likelihood, topologically close to that of a group with an adjacent address. Several recent proposals for an inter-domain multicast
architecture share this property [115, 91, 50]. For consistency, we use the terminology introduced in [115]: all shared trees are rooted at a root domain and multicast group prefixes are assigned to individual domains. We believe that, with these assumptions, there exists a plausible hypothesis that the scaling goal described above can be achieved.

That hypothesis proceeds from a three step argument.

- With our assumptions listed in the previous paragraph, we can expect that forwarding entries for adjacent groups share the same incoming interface.

- Second, especially in core routers (Figure 2.4), we can expect that these forwarding entries’ outgoing interface sets overlap significantly. This observation is based on the bounded fanout of routers vis-a-vis the receiver distribution. For example, if a group has more than a hundred receivers, a forwarding entry for that group in a core router can be expected to have, in its outgoing interface set, many of that router’s interfaces.

- Finally, we can aggregate adjacent low-bandwidth groups by “leaking” one group’s traffic down some of the other group’s outgoing interfaces (see Section 2.4.4).

To complete our argument, we note that recent technological advances, particularly the deployment of dense Wavelength Division Multiplexing [64] technologies, can result in dramatically cheaper bandwidth. This trend will increase the disparity between switching and bandwidth costs, especially for backbone or core routers. For this reason, we believe that a “bandwidth-state” tradeoff will be more justifiable in the future than it has been until today. Our hypothesis, then, is that such leaky aggregation can achieve our scaling goal.
2.4.2 Design Space

Before we describe strategies for forwarding entry aggregation, we list the requirements that constrain the design space:

- Aggregation must conserve joins. Thus receivers who have joined a group must continue to receive traffic even if the corresponding forwarding entry has been aggregated.

- The aggregation strategy must be largely independent of the multicast routing protocol. In particular, it should not require additional routing protocol modification or control traffic to work. If a particular multicast routing protocol has to be modified, the modifications must be very simple, and the additional control traffic, if any, must not result in another scalability issue.

- Routers that aggregate forwarding entries must be able to interoperate with those that do not. Furthermore, the aggregation strategy must not require a particular deployment order (e.g., core routers before leaf routers or vice versa).

In Section 2.4.1, we hypothesized that leaky aggregation can help us scale the size of the multicast forwarding table approximately proportional to the number of high-bandwidth groups. In this section, we present a leaky aggregation strategy. First, however, we present some non-leaky aggregation strategies. These strategies do not tradeoff bandwidth for reduced table size, and form a baseline for understanding the performance of leaky aggregation.
Figure 2.7: Example of prefix-based strict, pseudo-strict and leaky aggregation.

2.4.3 Non-Leaky Aggregation

The simplest non-leaky aggregation strategy is what we call strict aggregation (Figure 2.3 and Figure 2.7(b)). In this strategy, two adjacent group-specific forwarding entries are aggregated if and only if:

- Their incoming interfaces match.
- Their outgoing interface sets match.

Even if the root domains of adjacent groups are topologically aligned, we expect little likelihood of there being many group prefixes that satisfy these conditions.

A variant of strict aggregation is what we call pseudo-strict aggregation (Figure 2.7(c)). In this form of aggregation, two group prefixes are replaced by the longest covering prefix if and only if:

- Their incoming interfaces match.
- Their outgoing interface sets match.
- There is no intervening forwarding table entry whose group prefix matches the longest covering prefix.
Thus, in Figure 2.7(c), we can aggregate the entries for 224.0.1.0/31 and 224.0.1.3/32 even though these are not adjacent prefixes (prefix 224.0.1.2/32 lies between them). This is because that router has not received a join for group 224.0.1.2/32. Note that this strategy does not "leak" traffic destined for 224.0.1.2/32! If the router did not get a join for 224.0.1.2/32, it could not have propagated a join upstream, and should not receive any traffic for that group.\(^5\) Intuitively, we expect that in many cases pseudo-strict aggregation can compress better the routing table than strict aggregation.

2.4.4 Leaky Forwarding Entry Aggregation

The basic idea behind leaky forwarding state aggregation is simple. Leaky aggregation relaxes the requirement in pseudo-strict aggregation that the outgoing interface sets of the entries must match. A data packet that matches the resulting forwarding entry will be forwarded on all interfaces on which joins have been received, but it may be forwarded on some other interfaces as well (i.e., those for which no Join message was received). Figure 2.7(d) shows an example of prefix-based leaky aggregation. Group 224.0.1.7/32 does not include oif_2, but oif_2 is included in the aggregated entry 224.0.1.0/30.

Obviously, leaky aggregation wastes some bandwidth. For this reason, such aggregation must be performed carefully, trading off as little increased bandwidth as possible for maximal reduction in forwarding table size. To do this, we first identify low-bandwidth groups, and only attempt to aggregate such entries. Such controlled leaking is not entirely free of problems. Section 2.6 describes some of the limitations of this approach.

\(^5\)On shared LAN, however, a join message sent by one router to its upstream neighbor can cause traffic to "leak" through other downstream routers.
The design of a leaky aggregation strategy poses several challenges:

- To carefully tradeoff bandwidth and forwarding table size, we need to estimate the current bandwidth of a multicast group. Although techniques are known for estimating the rate of unicast traffic flows [35], such techniques react at congestion time scales. For leaky aggregation, it probably suffices to detect application-level phase changes (e.g., a break in a video lecture).

- In our simplified description above, we have suggested only aggregating the “low-bandwidth” groups and not aggregating the “high-bandwidth” groups. In practice, our algorithm cannot assume the existence of a bi-modal bandwidth distribution, nor can it assume that there is any a priori bandwidth threshold for groups.

- As a corollary to the previous point, our strategy must limit the bandwidth attributable to leaks to some relatively small fraction of link capacities (i.e., router administrators should be able to locally limit the bandwidth attributable to leaks, to, say 5% of link capacity). This is a key design challenge: achieving maximal reduction in table size while still limiting the amount of wasted bandwidth. In what follows, we use the term leak budget to refer to this limit.

- Finally, the scheme must take into account receiver joins and leaves. These may cause the outgoing interface set of forwarding entries to change.

Our leaky aggregation scheme involves two related components. First, a simple technique for estimating the rate of individual groups. Second, a heuristic that, given the rates of individual groups, and the link capacities, computes aggregated forwarding state in a manner that does not violate the leak budget. We now describe these two components.
2.4.5 Estimating the bandwidth of individual groups

Our basic approach to estimating the bandwidth of an individual group is to count the number of data packets that are forwarded using that group’s forwarding entry over some time interval $T$. This coarse estimation suffices for us, and does not require a change to router forwarding engines—some major router vendors already support such counters. In this work, we do not suggest a value for $T$; further experimentation is needed to determine this value.

Clearly, we cannot estimate the bandwidth of all groups simultaneously. To do this, the router would need to install group-specific (unaggregated) forwarding table entries for every group for which it has received joins. This defeats the purposes of aggregation. There is an alternative solution, however. Recall that we have assumed topological assignment of group addresses. In BGMP for example, a block of group addresses is assigned to each root domain. Our solution, then, is to only concurrently estimate rates for (i.e., install group-specific forwarding entries for) groups rooted at the same root domain. In this way, we “stagger” the bandwidth estimation across root domains, ensuring that the instantaneous forwarding table is never proportional to the total number of groups for which we have received joins. This approach, however, exhibits poor responsiveness to traffic pattern changes. This may not be a significant drawback, since our goal is only to detect application-level phase changes, and not to try and respond at congestion time scales.

In order for our aggregation scheme to work, we cannot only estimate the bandwidth of individual groups. We also need to estimate the incoming traffic for groups that neighboring routers are leaking. This estimation figures into each router’s aggregation strategy.
(Section 2.4.6). If a router’s leak budget permits, it can choose to further propagate these incoming leaks. Otherwise, it can install forwarding entries with an empty outgoing interface set to prevent these leaks. To estimate the incoming leaks, we install prefixes corresponding to “holes” in the prefix associated with the root domain. For example, in Figure 2.8 the router would need to estimate the bandwidth not just on 224.0.1.0/32 and 224.0.1.7/32, but also the leaks on the intervening four prefixes. For a given root domain, the number of prefixes needed to fill the holes is, in the worst case, proportional to $N \log_2 b$ where $N$ is the number of groups rooted at that domain and $b$ is the size of the prefix associated with the root domain. We believe this is still within acceptable bounds for the transient increase in forwarding table size.
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(a) Forwarding entries before aggregation

(b) Forwarding entries after leaky aggregation

(c) Entries installed to measure bandwidth

Figure 2.8: De-aggregation for bandwidth estimation.

In summary, a router periodically de-aggregates all prefixes allocated to a single root domain, and installs the group-specific forwarding table entries. After time $T$, it reads
the counters associated with each forwarding table entry and uses these as input to the
algorithm described in Section 2.4.6. After computing the aggregates, it installs the cor-
responding forwarding entries, and deletes the group-specific entries. Because only one or
few prefixes are de-aggregated at a time, and those prefixes would cover a fraction of all
joined groups, the remaining entries (a larger fraction of all groups) can be aggregated,
and therefore the aggregatability of those entries will contribute to the overall savings. A
pseudo-code description of the algorithm is presented in Section 2.8.1. This algorithm need
not be implemented in the forwarding fast path and should not affect router forwarding
performance.

2.4.6 Aggregation Heuristic

Given the coarse grain bandwidth estimates for each forwarding entry (Figure 2.9(a)), the
problem is to compute the smallest possible forwarding table size that fits within the leak
budget of every link. This section describes how we compute the aggregated forwarding
table.

First observe that, given bandwidth estimates for two adjacent groups, we can easily
compute the leaks resulting from their aggregation. For example, consider the groups
224.0.1.0/32 and 224.0.1.1/32 in Figure 2.9(a). Knowing the rates of these two groups,
we can easily see that the resulting aggregate 224.0.1.0/31 will have bandwidth of 1005
bps. Furthermore, that aggregate will leak 1000 bps on oif_2 and 5 bps on oif_1. Having
computed this, we can easily determine whether 224.0.1.0/31 fits within the leak budget
on interfaces oif_1 and oif_2. More generally, given \( n \) forwarding entries and an aggregate
$A$ that covers those entries, we can determine whether $A$ fits within the leak budget of all of its outgoing interfaces.

This basic building block suggests the following idealized algorithm for computing aggregates:

1. Given $N$ forwarding entries, compute all possible aggregates of these $N$ entries. There are at most $N - 1$ of these (the internal nodes of the radix trie [20] built on top of the $N$ forwarding entries).

2. Take these $N$ forwarding entries, and the $N - 1$ aggregates. Compute all possible subsets of these $2N - 1$ entries. Among those subsets that a) cover the $N$ forwarding entries and b) fit within the leak budgets of all interfaces, choose the subset with the smallest cardinality. Step b) is computed using the technique outlined in the previous paragraph.

Clearly, this algorithm will compute the optimal aggregation. However, considering all possible subsets of $2N - 1$ forwarding entries might be compute-intensive simply because the number of subsets is $O(N!)$. Therefore, we choose instead a greedy heuristic that trades off optimality for computation time. We now briefly describe this heuristic; detailed pseudo-code for the heuristic can be found in Section 2.8.2.

1. Given the $N$ forwarding entries for which we have estimated the rate, construct the corresponding radix trie. (Recall that these $N$ entries include not just groups rooted at a given root domain, but also the corresponding “holes,” Section 2.4.5). The leaves of this radix trie correspond to the $N$ forwarding entries. Mark each leaf of the radix trie. Intuitively, a marked entry corresponds to one that will be inserted in
(a) Input to the algorithm: bw and oifs per group; allowed leaks

- $224.0.1.1/32$: $bw = 5$
- $224.0.1.3/32$: $bw = 6$
- $224.0.1.0/32$: $bw = 1000$
- $224.0.1.2/32$: $bw = 1000$
- $224.0.1.0/31$: $bw = 5$
- $224.0.1.2/31$: $bw = 6$

Allowed leaks per interface = 10

(b) Step 1

- $224.0.1.0/30$: $bw = 1000$
- $224.0.1.2/30$: $bw = 1000$
- $224.0.1.1/32$: $bw = 5$
- $224.0.1.3/32$: $bw = 6$

(c) Step 2

- $224.0.1.0/30$: $bw = 1000$
- $224.0.1.2/30$: $bw = 1000$
- $224.0.1.1/32$: $bw = 5$
- $224.0.1.3/32$: $bw = 6$

(d) Step 3

- $224.0.1.0/30$: $bw = 1000$
- $224.0.1.2/30$: $bw = 1000$
- $224.0.1.1/32$: $bw = 5$
- $224.0.1.3/32$: $bw = 6$

Figure 2.9: An example of the steps of the leaky aggregation algorithm.
the forwarding table. Subsequent steps will attempt to reduce the number of marked
entries. Figure 2.9(b) shows the result of this step.

2. Starting from the lowest internal nodes, for each internal node

(a) Mark the node, and remove the mark on the child of the node with the lower
bandwidth.

(b) Compute the bandwidth attributable to that internal node, and appropriately
adjust its outgoing interface set to match the uncovered child.

This step results in \( N \) marked nodes, but some of these nodes represent aggregates
of the original \( N \) entries. Intuitively, step 2.1 “moves” up the marks on the low
bandwidth entries. In Figure 2.9(c), for example, the mark on the lowest bandwidth
entry, 224.0.1.1/32, is replaced with a mark on the aggregate 224.0.1.0/30. An
important observation is that this step does not introduce any leaks, it simply changes
the matching entry corresponding to a group.

3. For each marked entry \( A \), in order of increasing bandwidth:

(a) Consider the impact of unmarking \( A \). Unmarking \( A \) will cause its nearest marked
ancestor to leak more traffic. If this leakage does not violate the leak budget on
any interface, we unmark \( A \).

This key step tries to greedily eliminate entries. For example, in Figure 2.9(d),
we were able to remove the mark on 224.0.1.2/31. This causes traffic to leak
on 224.0.1.0/30, but these leaks are within the budget. At the end of this step,
the remaining marked entries correspond to the aggregated forwarding table entries rooted at the domain under consideration.

The complexity of this heuristic is $O(N \log N)$. Up to half of the nodes of the radix trie are considered exactly once, and for each node, we may need to traverse the path from that node to the root. Figure 2.9(d) shows the result of running this heuristic on the input shown in Figure 2.9(a). Notice how the heuristic aggregates the low bandwidth groups (of bandwidth 5 and 6 bps) but installs group-specific entries for the “high-bandwidth” entries.

Finally, running the heuristic for 64K entries for a 32-interface router takes about 200 milliseconds on a Pentium II 266 MHz PC. This represents an extremely unlikely worst-case scenario for our heuristic, where the leak budget and entry bandwidths were set so that all 64K entries could be aggregated to a single entry. Finally, because the de-aggregated entries need to be kept for some amount of time (e.g. one second) in the forwarding table to estimate the groups bandwidth, the speed of the algorithm will not be the bottleneck if the de-aggregation and the aggregation are performed on two blocks in parallel.

2.4.7 Dynamics of Groups Join/Leave and Multicast Data Bandwidth

In Section 2.4.4, we did not discuss the impact of receiver dynamics on the leak budget. Consider the following scenario. Suppose group entry $G$ is represented in the forwarding table by its aggregate $A$. Clearly, $A$’s outgoing interface set includes $G$’s outgoing interface set. Now, if a receiver join results in a new interface added to $G$’s outgoing interface set, then $A$’s outgoing interface set must be updated to include this new interface. But doing so can overrun that some interface’s leak budget, because other groups that match $A$ might now start leaking traffic on this new interface. Notice that we can estimate how much this
overrun is, given the most recent bandwidth estimate for $G$ and the estimates for all groups that are covered by $A$.

Hence, the router needs to make the binary decision: add another oif to $A$, or install a group-specific entry in the forwarding table. This decision can be based on whether at that moment the amount of leaks or the number are the dominant concern. If it was the first join for the group, the safer solution is to install first a a group-specific entry in the forwarding table, and later the leaky aggregation machinery will consider it for aggregation. Thus, short-living groups might never need be considered for aggregation. Similarly, when a receiver leave results in an interface being removed from $G$’s outgoing interface set, this may reduce the leaks perpetrated by $A$. This is an opportunity for better aggregation. The join/leave dynamics will result in either adding/removing outgoing interfaces of existing forwarding entries, or installing short-living group-specific forwarding entries that will be eventually aggregated later, and therefore will not trigger immediate re-aggregation of the forwarding table.

<table>
<thead>
<tr>
<th>Low bandwidth</th>
<th>High bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bursty</td>
<td>Events notification</td>
</tr>
<tr>
<td>Non-bursty</td>
<td>Heart-beating synchronization or updates</td>
</tr>
</tbody>
</table>

Figure 2.10: Examples of different classes of multicast applications: high, low bandwidth, bursty, and non-bursty.

Clearly, leaky aggregation is targeted towards long-lifetime groups; the architectural cost of carefully aggregating short-lifetime groups may not be worth the effort. Figure 2.10
illustrates another source of dynamics that can affect leaky aggregation. Bursty multicast applications (event notification, mirroring software updates) may skew the bandwidth attributable to their aggregates, and hence may affect the leak budget. We are not concerned with short-term increases and do not want to control the leaks with granularity similar to the congestion control. Instead, we need to control the leaks with granularity similar to the activity of the multicast groups. If a high bandwidth group becomes idle, this is an opportunity for better aggregation. On contrary, if an idle group that was eventually aggregated becomes suddenly a high bandwidth group, a group-specific entry should be installed to reduce the potential leaks. By reading periodically the forwarded bandwidth of each entry in the forwarding table, the idle groups that have group specific entry can be easily identified; an aggregated entry that has suddenly increased its aggregated bandwidth should be considered as a source of increased leaks. The block of addresses that has the largest increase of the total forwarded bandwidth should be re-aggregated (i.e. de-aggregated and then aggregated) next to control the amount of leaks. Re-aggregating the block of addresses with the largest decrease of the total forwarded bandwidth has the potentials for better aggregation.

2.5 Simulation Results

We have studied, through simulation, the performance of leaky aggregation and have compared it to the non-leaky methods described in Section 2.4.3. First, we evaluate how the leaky aggregation works among all routers in the network. Then, we evaluate the dynamics of the leaky aggregation by considering a single router only. In this section, we present the results of this study.
2.5.1 Network-wide Simulations

Our first analysis of leaky aggregation was driven by two questions: Compared to the non-leaky schemes, how much additional aggregation does the leaky scheme offer? How sensitive is the leaky scheme to choices of various parameters (the leak budget, the traffic bandwidth mix, and so on)?

The first set of simulations do not consider the impact of dynamic group formation and removal or receiver joins and leaves; this is left to the second set of simulations.

2.5.1.1 Methodology

Our simulations are based on the Mbone topology described in Section 2.3. We also verified that our simulation results were not skewed by our particular choice of topology. To do this, we used automatically generated transit-stub topologies [8], but do not present the results here.

On the input graph, we labeled as stub nodes those that were connected to the rest of the network by only one interface. The remaining nodes were labeled as transit nodes. In our Mbone topology, there were 2300 stub nodes. This distinction separates leaf routers from interior routers. A subset (32) of the stub routers were randomly chosen to be the root domains for multicast group prefixes. This models our expectation that group origination will primarily be confined to “leaf” networks.

In our simulation, we restricted the multicast address space to $2^{12}$ (4096 addresses). Because our evaluations are comparative, the size of the address space does not affect our simulations. In the absence of data indicating otherwise, we divided these addresses into 32 equal sized blocks and assigned each block to one root domain.
In each block, we assumed a 75% utilization of the address space. Lower utilizations would have resulted in fewer overall forwarding table entries, a regime where aggregation itself is less important and easier. A higher utilization may be somewhat unrealistic, even when multicast addresses are dynamically allocated [115]. Of the allocated multicast groups, we randomly marked some groups to be low bandwidth and some others to be high bandwidth. The ratio of the numbers of low and high bandwidth groups, as well as the bandwidth ratios are parameters to our simulations. Clearly, they significantly affect how much bandwidth we can trade off for reduced space.

Lacking data for group size distributions, we chose the receivers for each group randomly among the stub nodes. This random placement of receivers stresses forwarding state aggregation, reducing the likelihood that adjacent groups have identical outgoing interface sets. The number of receivers per group was a parameter to our simulation: this number affects the outgoing interface set of the forwarding entries, and hence the leaks. In our simulations, we varied the number of receivers between 1 and 1500. For a given run of the simulation, every group was allocated the same number of receivers. Finally, we simulated bi-directional distribution trees (a choice of many proposed multicast routing protocols [115, 91, 45]), but the results should hold for uni-directional trees as well. All multicast data was originated either by the root domain for the group, or by some of the receivers. Since few of today's existing applications have them, we did not simulate non-member senders.

How did we select the capacities of links in the network? We could have assigned every link the same capacity, but that would not have stressed the leaky aggregation scheme enough. That is because we define the leak budget to be some fraction of the link
capacity (this fraction is yet another parameter to our simulation). So, if all links are the same capacity, then, even if a link carries little multicast traffic, it may be used to leak a disproportionate amount of multicast traffic. This allows greater aggregation.

To obtain more realistic capacity distribution, we ran our simulation with one set of parameters from the space we intended to explore (in our case, this was 512 high bandwidth groups with bandwidth of 200 units, 2560 low bandwidth groups with bandwidth of 1 unit, and each group had 400 receivers). We performed 100 iterations, and for each iteration we placed at random the root domains and the receivers, and computed the amount of multicast traffic over each link. The capacity of each link was defined as twice the amount of maximum observed multicast traffic on that link during any of our simulation runs (the factor “twice” assumes that the 50% of the network is provisioned for unicast). This heuristic ensured a heterogeneous distribution of link capacities. However, because of the way we generated the link capacities, it sometimes resulted in situations where some routers had attached links that varied by more than an order of magnitude in capacity. To limit this skew and model reality more closely, we adjusted the link capacities so that no router had interfaces whose link capacities varied by more than a factor of 10.

2.5.1.2 Results

Our first set of simulations compared leaky against non-leaky aggregation schemes. In all runs of the simulation, the number of groups was fixed at 3072. Of these, we assumed that 512 were high-bandwidth groups, and 2560 low-bandwidth groups. In the absence of data indicating otherwise, this choice assumes close to an 80-20 split between low and high bandwidth groups. Why this choice? If far less than 80% of the groups were low bandwidth,
Figure 2.11: Prefix-based strict, pseudo-strict and leaky aggregation.

Figure 2.12: Effect of bandwidth ratio on leaky aggregation.
Figure 2.13: Leaky aggregation for different percentage number of high bandwidth groups.

we might be in a regime where aggregation is not an important problem. For example, a split of 50-50 instead of 80-20 will be primarily not because of a larger number of high bandwidth groups (a number naturally limited by available network capacity), but because of the much smaller number of low bandwidth groups. If the fraction of low bandwidth groups was much larger, it might not realistically represent a future internet. We also fixed the high to low bandwidth ratio at 200:1. We believe this to be a very conservative choice: realistically, a high bandwidth video stream may have a bandwidth of hundreds of kilobits per second, while an event notification group may only have a few packets per hour. Below we explore the sensitivity of our results to variations in these ratios.

For these choice of parameters, Figure 2.11 plots the variation of the worst-case number of forwarding entries with increasing number of receivers. Clearly, non-leaky techniques do not reduce the worst case forwarding table size. Even with a large number of receivers, there appear to be few instances where adjacent groups’ outgoing interface sets overlap.
This can be attributed to our random placement of receivers. If there is indeed a correlation between receivers and the originating root domain (Section 2.2.4), we might expect non-leaky methods to perform well. We might also expect that non-leaky methods perform well with lower router fanouts. In some of our simulations, non-leaky methods reduced the forwarding table by a factor of 2 in routers with 2-4 interfaces.

Figure 2.11 also plots, for three different values of the leak budget, the variation in worst case forwarding table size with number of receivers. Ideally, we expect the worst-case forwarding table size to match the number of high bandwidth groups, 512 in our simulations. Consider the curve for a leak budget of 2%—i.e., where the leaks on every link are limited to 2% of the link’s capacity. With our choice of simulation parameters, the low-bandwidth groups account for about 2.5% of the overall bandwidth requirement. So, it comes as no surprise that a 2% leak budget does not match our expected forwarding table size. Despite this, leaky aggregation performs impressively, reducing the worst case table size to less than 60% of the unaggregated size. Furthermore, with increasing the number of receivers, leaky aggregation approaches our scaling goal. With a large number of receivers, the likelihood of outgoing interface set overlap increases. In that event, aggregating two entries introduces fewer leaks, so that more aggregates fit into the leak budget.

With a large leak budget, 10%, our heuristic closely matches our expected table size. However, the curve for a 5% leak budget reveals an interesting “hump” for relatively small numbers of receivers. With our choice of parameters, a 5% leak budget should be sufficient to leak all low-bandwidth groups. However, the leak budget is defined as a fraction of link capacity. So, if a router has a low capacity link, 5% of its capacity may not suffice to leak
all low bandwidth groups incident on that router. Such routers account for the hump in the 5% curve.

Figure 2.11 validates our design of the leaky aggregation mechanism, demonstrates its ability to achieve our scaling goal, and highlights its graceful behavior even with a limited leak budget. How would our results differ with different choices for simulation parameters? In particular, our results seem to depend on the total bandwidth requirement of low bandwidth groups, and its relationship to the leak budget.

One way to study this relationship is to vary the bandwidth ratio. We mentioned earlier that our choice of this ratio is conservative. With a more liberal choice (Figure 2.12), we see that our scaling goal is reached for a much smaller leak budget. This is as expected, since the low-bandwidth groups now account for a much smaller fraction of overall multicast bandwidth.6

Another way to study this relationship is to vary the number of high-bandwidth groups, keeping the total number of groups fixed (Figure 2.13). This figure shows a largely linear growth in the table size as a function of the number of high-bandwidth groups. This rather dramatically illustrates the ability of our heuristic to achieve the scaling goal described in Section 2.4.1. However, with lower numbers of high-bandwidth groups, notice that there is a deviation from the linear. In this region, the leak budget is insufficient to achieve expected aggregation.

6For the 1000:1 curve, we recomputed the link capacities, using the technique described in Section 2.5.1.1.
2.5.2 Join/Leave and Multicast Data Traffic Dynamics Simulations

In our second set of simulations we evaluated how well our re-aggregation strategy contains the size of the forwarding table, as well as the volume of traffic leakage, in the face of varying traffic and receiver dynamics.

2.5.2.1 Methodology

We focused on a single router with 32 interfaces. Our simulation methodology was designed to stress the re-aggregation heuristic by employing more than realistic receiver dynamics and widely varying traffic patterns. The multicast address space had total of 128K groups. We defined three types of groups: low, medium, and high bandwidth, with bandwidth ratio of 1:33:1000. Of all groups, 50% were low, 30% were medium, and 10% were high bandwidth; the remaining 10% were considered idle all the time. To define the amount of bandwidth on each interface that is available for multicast, we assumed that the router and its links had the capacity to carry the traffic of 32K groups (i.e. 25% of the address space), when each group had, on average, 8 randomly chosen outgoing interfaces. The leak budget on each interface was fixed at 5% of the maximum multicast traffic on that interface. If the router had the capacity to carry the traffic of more groups, or if the average number of oifs per group was higher, then the absolute amount of allowed leaks on each interface would be higher, and therefore the aggregation results shown below would be better (i.e. the number of entries after the aggregation will be smaller and/or the percentage of leaks will be smaller).

The address space was divided into 32 blocks of addresses of size 4096 addresses each. Each second a block was chosen to be de-aggregated, and the corresponding group specific
entries were installed in the forwarding table (including the prefixes that cover the holes between the groups). The forwarded bandwidth was measured after one second, the entries were aggregated using the algorithm described in Section 2.4.6, and the result aggregated entries were installed in the forwarding table. Then the same process was repeated for another block of addresses, chosen among all blocks that had the largest momentary increase of the forwarded traffic by the corresponding aggregated entries.

We considered three types of bandwidth distribution of a group, which we call Uniform, Exp, and Pareto. For a given interval of time, the bandwidth of a Uniform group had a random value between zero and twice its average bandwidth. Exp and Pareto were ON/OFF type of traffic. The average length of the ON periods was equal to the average length of the OFF periods, and the length of each period had exponential and Pareto distribution respectively. During each ON period, the bandwidth was fixed, and its value also had exponential or Pareto distribution. Similar to [59], the shape parameter of the Pareto distribution was 1.1 for the ON/OFF period and 1.5 for the bandwidth. During a simulation, all traffic had the same distribution type.

In the simulations we chose to install a group-specific entry right after a new group was joined, and later eventually aggregate it; the alternative option was to just add a new interface to the appropriate aggregated entry. The former solution reduces the amount of leaks, but increases the number of entries; the latter is just the opposite. Finally, we should note that we kept track of each group measured bandwidth, and used the following formula to estimate a group bandwidth from the de-aggregated block:
\[ EstimBW = \text{MAX}(\text{MeasuredBW}, 0.7 \times EstimBW + 0.3 \times \text{MeasuredBW}) \]

This formula allows us to capture the bursty bandwidth groups, and at the same time does not underestimate long-term high bandwidth groups if they are idle for a short interval.

In each simulation, we initially populated the router with a number of initial groups (10\% of all multicast groups), and on average each group had 2 oifs. After 1000 seconds we caused a number of receivers to join or leave groups every second. The number of receivers joining or leaving was uniformly distributed between 0 and 200; the receivers themselves were randomly selected.

Finally, we also assumed that the router is receiving leaky traffic from its neighbors. The number of low bandwidth leaky groups was 70\% of the number of low bandwidth joined groups; the percentage for the middle and high bandwidth leaky groups was 30\% and 10\% respectively. It is realistic to assume that the higher the bandwidth of a group, lower the probability a neighbor will be leaking it.

### 2.5.2.2 Results

Given the particular number of groups, their bandwidth and the allowed leaks, we computed that the leaks are enough to aggregate all low bandwidth groups (joined and leaking from the neighbors), and approximately 1000 of the middle bandwidth groups. In the beginning of the simulation there were approximately 6600 low bandwidth groups, 4000 middle bandwidth groups, and 1300 high bandwidth groups, therefore we would expect
Figure 2.14: Number of entries (Uniform traffic).
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Figure 2.19: Amount of leaks (Pareto ON/OFF traffic).
that the leaky aggregation would save approximately 7600 groups. Similarly, when the
total number of groups grows to 22000, we would expect that the leaky aggregation would
save approximately 12000 entries.

Figure 2.14, Figure 2.15, and Figure 2.16 show the number of entries in the forwarding
table with and without aggregation for Uniform, Exp, and Pareto traffic respectively. The
average length of the ON and OFF periods for Exp was 1 minute. After the initial joins at
time 0, there were no other joins or leaves during the first 1000 seconds, hence the number
of total groups did not change. The reason that the number of total groups increase after
time 1000 is because we did not try to keep the average oifs per group to its initial value
of 2: over time the average number of oifs became smaller than 2, and the number of
joined groups increased. After taking into account that the de-aggregation of a prefix adds
up to 2048 more entries (to measure the incoming leaks), we can see that, despite the
high variability in traffic, and the significant traffic dynamics, leaky aggregation performs
as expected. In particular, the size of the forwarding table does not vary widely. This
validates our re-aggregation heuristic 2.4.5.

The reason that the Uniform aggregation was slightly worse than Exp and Pareto was
that the formula we used to estimate a group bandwidth was more likely to overestimate the
bandwidth of a Uniform group. The observed leaks confirm that. Figure 2.17, Figure 2.18,
and Figure 2.19 show the amount of leaks on a single interface (the results for all inter-
faces were similar). Despite the fact that the leak budget was 5%, because of the group
bandwidth overestimation Uniform did not use all leaky budget. Exp and Pareto leaks
however were beyond the target leak budget, simply because their momentary bandwidth
is less predictable. This is especially true for Pareto which has a much larger variance. We
<table>
<thead>
<tr>
<th>Modified Parameters</th>
<th>Aggreg (Uni)</th>
<th>Aggreg (Exp)</th>
<th>Aggreg (Par)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 blocks, 2 oifs, 1 min.</td>
<td>14200/22500</td>
<td>12000/22500</td>
<td>12200/22500</td>
</tr>
<tr>
<td>10 min. ON/OFF</td>
<td>—</td>
<td>8800/22500</td>
<td>11000/22500</td>
</tr>
<tr>
<td>5 sec. ON/OFF</td>
<td>—</td>
<td>13800/22500</td>
<td>13300/22500</td>
</tr>
<tr>
<td>128 blocks</td>
<td>20000/22500</td>
<td>18000/22500</td>
<td>18000/22500</td>
</tr>
<tr>
<td>8 blocks</td>
<td>16800/22500</td>
<td>13700/22500</td>
<td>14600/22500</td>
</tr>
<tr>
<td>8 oifs</td>
<td>30500/57000</td>
<td>29500/57000</td>
<td>26400/57000</td>
</tr>
</tbody>
</table>

Table 2.2: Simulation results summary: aggregation.

<table>
<thead>
<tr>
<th>Modified Parameters</th>
<th>Leaks (Uni)</th>
<th>Leaks (Exp)</th>
<th>Leaks (Par)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 blocks, 2 oifs, 1 min.</td>
<td>1.6–2.0%</td>
<td>7–13%</td>
<td>5–11%</td>
</tr>
<tr>
<td>10 min. ON/OFF</td>
<td>—</td>
<td>4–8%</td>
<td>5–11%</td>
</tr>
<tr>
<td>5 sec. ON/OFF</td>
<td>—</td>
<td>4–9%</td>
<td>4–10%</td>
</tr>
<tr>
<td>128 blocks</td>
<td>1.1–2.6%</td>
<td>7–13%</td>
<td>4–7%</td>
</tr>
<tr>
<td>8 blocks</td>
<td>3.0–3.5%</td>
<td>5–11%</td>
<td>4–10%</td>
</tr>
<tr>
<td>8 oifs</td>
<td>3–4%</td>
<td>8–12%</td>
<td>7–15%</td>
</tr>
</tbody>
</table>

Table 2.3: Simulation results summary: leaks.

believe that those middle bandwidth groups that were aggregated account for most of the leaks beyond the leak budget. As future work, we propose to investigate whether a better aggregation heuristic and a better group bandwidth estimation mechanism can reduce this excessive leakage.

We ran the same simulations, but with different ON/OFF mean interval (10 minutes, 5 seconds), different number of blocks used to split the address space (128 blocks, 8 blocks), and with larger initial fanout (8 oifs on average). In Table 2.2 and Table 2.3 we summarize the results. From those results we can make the following observations.
• Increasing the average ON/OFF interval from 1 to 10 minutes improves the aggregation. The reason is that a group with long OFF interval is practically idle, and can be aggregated.

• Decreasing the average ON/OFF interval from 1 minute to 5 seconds did not change significantly the results.

• A much larger number of blocks (128) did not work well. The reason is that, because of the join/leave dynamics, it would take much longer to process all blocks once, and aggregate the low bandwidth groups; similarly, it would take longer time to re-aggregate all blocks and reduce promptly the eventually increased leaks.

• A small number of blocks (8) has a shorter processing cycle, but because each block size now is larger, the number of holes to install to measure the neighbors leaks is larger too, and therefore the total number of forwarding entries is larger.

• Increasing the initial average number of interfaces per group from 2 to 8 increased the number of total groups in the long run, because we did not try to keep the same average number of oifs per group. Despite the larger number of groups, the number of entries after aggregation was as expected.

2.6 Discussion of Leaky Aggregation

We have, so far, postponed the discussion of several interesting questions: What are the limitations of leaky aggregation? Does leaky aggregation have undesirable traffic effects, e.g., loops? Are there other aggregation strategies? Does leaky aggregation address all
multicast routing related scaling issues? The following paragraphs address some of these questions.

Clearly, leaky aggregation cannot achieve the same levels of table compression when low-bandwidth groups dominate overall multicast bandwidth (Figure 2.11). While we have no data to refute this, we believe that, by analogy with TCP traffic [23] on the Internet, a few high-bandwidth multicast applications will dominate the overall multicast bandwidth. Leaky aggregation uses some approximated estimation of the bandwidth of each group, and tries to keep the leaks on each interface within some reasonable limit. However, an extremely bursty traffic might result in larger than expected leaks, and, worse, it might not be always possible to quickly identify the bursty group.

Leaky aggregation can create traffic loops in multicast routing protocols whose forwarding entries are bi-directional. Intuitively, this happens because traffic leaking causes a router to receive traffic for which it never sent a join. Fortunately, this might happen only in some rare cases, which are easy to identify in advance. The solution is simple and needs to be applied only after those cases are identified. Section 2.7 describes the problem and the solution in details with reference to a particular multicast protocol [115].

An alternative approach for multicast group lookup and non-leaky aggregation has been suggested in [116]. This approach reorganizes the forwarding table structure so that for every packet, a per-interface decision is made whether to forward the packet out that interface or not. This alternative organization promises greater non-leaky aggregation. There is more likelihood of adjacent groups sharing one interface on their outgoing interface sets than there is the likelihood of having identical sets. We expect that this alternative structure will equally benefit from leaky aggregation.
Even with leaky aggregation, routers will need to maintain group-specific state in their routing tables. Unlike forwarding state, scaling the routing table may be less critical. First, a router needs to have only a single copy of this table. Second, because routing state is not accessed in the forwarding path, routing tables can be stored in cheaper and slower memory thereby alleviating the problem somewhat. If the amount of routing state becomes an issue, the leaky approach can be applied at the routing table level in a network architecture where the edge routers carefully aggregate the join/prune messages (i.e. the edge routers have the control over the overall network leaks and aggregation). The future will show whether the multicast-capable networks will need this kind of engineering.

In soft-state multicast protocols such as PIM-SM [33], control traffic can increase linearly with the number of concurrent groups. Leaky aggregation does not solve this problem. Approaches that adapt the refresh rate of explicit joins [106] have been proposed to deal with this.

In theory, leaky aggregation is applicable to source-group-specific forwarding entries as well. Because source unicast addresses are already topology assigned, our leaky aggregation strategy will work on prefixes which consider the source and the group address together. It is less clear if there is a problem to solve here: increasingly, inter-domain multicast protocols [115, 91] instantiate mostly group-specific state. Source-based leaky aggregation can, however, be applied to broadcast-and-prune multicast routing protocols such as DVMRP [94] and PIM-DM [26], when the number of low-bandwidth entries is too large.  

---

7High-end routers, such as [80] and [89], use a number of routing engines with a copy of the forwarding table at each engine.

8We should note that if a PIM-DM or DVMRP router receives leaky (i.e. unwanted) traffic, typically it would send a Prune message to the upstream router. Usually “forwarding table cache miss” is used to
Finally, the meta-question that someone might ask is: do we need aggregation at all, and if we do, would not be possible to achieve the desired result with strict aggregation only? If most of the time the forwarding table size was within the capacity of the forwarding table memory, but occasionally the forwarding table would overflow, it is quite likely that the router performance will be affected during the overflow. Taking the router off-line for hardware upgrade might not be the most appropriate or flexible solution. Automatically triggering leaky aggregation before the overflow of the forwarding table will eliminate the need for unnecessary hardware upgrade, and will reduce the management cost. Indeed, it is possible that using pseudo-strict or strict aggregation might be good enough, and we might not need leaky aggregation at all. In fact, the leaky aggregation algorithm we described in Section 2.4.6 (see Section 2.8.2 for the pseudo-code) could actually be used for pseudo-strict aggregation when the allowed leaks per interface are zero, or even for strict aggregation (after a simple modification of the aggregation rule), simply because strict and pseudo-strict aggregations are more restricted versions of leaky aggregation. If the non-leaky aggregation was not good enough, then the leaky aggregation might be used as a last resource.

2.7 BGMP-specific Loop Problem and its Prevention

For protocols that use bi-directional trees traffic leaks can result in loops. Figure 2.20 shows such a loop in BGMP [115]. Router A installs an aggregate forwarding entry for 224.1/16.

\footnotetext[1]{Identify the unwanted group traffic and trigger the Prune. If there was a leaky entry in the downstream router too, then it will not send a Prune message. If the downstream router did not have any entry for that unwanted group (including an entry with off=\texttt{NULL}), the rate of the Prune messages it sends might be used by the upstream router for quick identification of the high bandwidth groups that should not leak anymore on that interface.}
This entry is leaky—that is, the A–B interface is included in the entry's outgoing interface list even though B has only sent an explicit join for one group 224.1.2.0 in that prefix. B installs a forwarding entry for 224.1.1/24. Traffic for any group in this prefix can reach B from two directions: \( RD_s - B \) and \( RD_s - RD_l - A - B \). The BGMP forwarding rules in B will accept the data over link A–B and will forward it toward \( RD_s \). The data will be forwarded by \( RD_s \) to \( RD_l \), then A down to B again, i.e., the data will start looping.

The reason for the loop problem is that B has Group Routing Information Base (G-RIB) for two overlapping prefixes (224.1/16 and 224.1.1/24) with different next-hop routers toward the corresponding Root Domains. Furthermore, both A and B implement leaky aggregation. Based on the G-RIB information B has, and the join messages that were sent to the neighbor routers, B can detect potential loops for some group prefixes (224.1.1/24 in our example). One possible solution is B to instruct A, via BGMP’s optional attribute negotiation mechanism, not to send any leaky traffic for 224.1.1/24 over link A–B. A
can prevent the leaks by simply installing a single entry for 224.1.1/24, and this entry
would never be passed to the leaky aggregation machinery. We do expect that mostly the
routers that are close to the edges (i.e. routers with less entries to aggregate) will have
such overlapping and pointing in different directions G-RIB entries, but even if it is quite
common among backbone routers, in the worst case a router will need to install a number
of entries (each entry will represent a prefix size of at least 256 groups), and those entries
would never be deleted. This solution retains the incremental deployability of BGMP. A
similar solution may be applied for CBT [4].

2.8 Pseudo Code for Leaky Aggregation

2.8.1 Leaky Aggregation Main Procedure

The main procedure used to perform leaky aggregation can be implemented in software,
and does not require any explicit hardware support.

while (TRUE) {
    /* Select next block to de-aggregate,
     * measure its groups bandwidth, and aggregate.
     */
    /* Check first if some prefix is a better candidate:
     * it may be creating too much bandwidth overhead, or
     * may have better aggregatability.
     */
    curr_block = HEAD(priority_queue);
    if (curr_block == NULL)
curr_block = HEAD(round_robin_queue);

/* De-aggregate. Install in the forwarding table entries
 * for all groups and for the holes between them.
 */
deagregate(curr_block);

/* Continue below after some amount of time */
goto_label_later(READ_BW, T);

READ_BW:
read_entries_bw(curr_block); /* Read estimated bandwidth */

/* Compute the entries. See the pseudo code below */
compute_leaky_entries(curr_block);

/* Install in the forwarding table the computed
 * aggregated entries
 */
install_leaky_entries(curr_block);
}

The management of the priority queue can be performed by the same process before the
execution continues from label “READ_BW.”
2.8.2 Greedy Heuristic Aggregation Algorithm

Below is the pseudo-code of the greedy approximation algorithm we used to compute the leaky aggregated entries in our simulations. The algorithm time complexity is $O(N \log N)$; the space complexity is $O(N)$.

```c
compute_leaky_entries(prefix_address_block)
{
    /* Assign the allowed leaks per interface for this address block */
    for (all_ifs)
        allowed_leaks[if_id] = leaks_budget(if_id, prefix_address_block);

    /* For each group, mark a node in the Radix trie as INSTALL */
    /* Lower the bandwidth, the corresponding node will
    * be higher in the trie.
    */
    for (parent = addr_block_size-1; parent >= 1; parent--){
        left = LEFT_CHILD(parent); right = RIGHT_CHILD(parent);
        if (ENTRY(left).bw <= ENTRY(right).bw)
            low = left; high = right;
        else
            low = right; high = left;
        ENTRY(high).flag |= INSTALL;
        ENTRY(parent).bw = ENTRY(low).bw;
        for (all_ifs)
            ENTRY(parent).join[if_id] = ENTRY(low).join[if_id];
    }
```
/* Sort all entries except ROOT */

#define ROOT 1

ENTRY(ROOT).flag &= ~INSTALL;

/* Can use approximated hash buckets to sort in O(N),
 * or any standard O(N*lg(N)) sorting algorithm.
 */

SORT_ALL_INSTALLED_ENTRIES_BY_THEIR_BW();
remaining_nodes = total_installed_entries;

/* Always install the root of the prefix (the default
 * entry toward the Root Domain for that prefix).
 */

ENTRY(ROOT).flag |= INSTALL;

while(remaining_nodes--) {
    node = POP_SMALLEST_BW_ENTRY();

    /* Find first installed parent node up in the Radix trie */
    parent = FIND_INSTALLED_PARENT(node); /* O(lg(N)) */

    for (all_ifs) {
        bw_overhead[if_id] =
            compute_leak_after_aggreg(parent, node, if_id);

        if (bw_overhead[if_id] > allowedLeaks[if_id]) {
            keep_entry = TRUE;
            break;
        }
    }
}
2.9 Conclusions

In this chapter we have studied the topology impact on multicast forwarding state aggregatability. In our study we use a variety of topologies (real-world, generated and canonical). The results show that the underlying topology can have notable impact on performance.

For example, for low receiver occupancy, the aggregation ratio for the Internet core topology can be on the order of 10 times, for random graphs the aggregation can be on the order of 20 times, but for tree, mesh and some generated topologies it is on the order of 2 times.

Aggregation ratio on the order of 10 or 20 times may seems high, but for this particular problem it may not be sufficient if multicast services become widely popular and there are tens or hundreds of million active groups at a time; further, designing practical algorithms
to achieve this level of aggregation may be challenging. In the second part of the chapter we describe a *leaky aggregation* that can be used to reduce further the amount of state. This is achieved by allowing some imperfection of the state aggregation: we allow a small, controllable amount of data traffic to “leak” on interfaces without downstream members. By carefully aggregating the entries, we can reduce the amount of forwarding state in the routers to the order of the number of high bandwidth groups whose data traffic is forwarded by that router. Therefore, by trading-off small network bandwidth overhead for memory in the forwarding engines, we can achieve higher level of aggregation.

In the next chapter we study another problem: efficient replica placement for Content Distribution Networks. However, instead of using a very radical solution such as the leaky aggregation, we consider using partial knowledge about the network topology to improve protocol performance.
Chapter 3

Case Study: Replica Placement for Content Distribution Networks

In this chapter we study efficient replica placement for Content Distribution Networks. In general, this is an NP-complete problem, and existing approximation algorithms are either computationally expensive, or require detailed knowledge about the underlying network topology and expected client location. We consider a very simple solution to the problem that uses limited amount of information about the underlying topology. Our solution places replicas among nodes with the largest fanout. Surprisingly, the performance of this solution is within a factor of 1.1–1.2 of more complicated solutions that have been shown to perform within a factor of 1.1–1.5 of the optimal solution. We study the problem for a variety of topologies and client placement, and we discover that in most cases the results are qualitatively similar. These results demonstrate that sometimes a small amount of information about the underlying topology can be useful to improve significantly the protocol performance.
3.1 Introduction

Content Distribution Networks (CDNs) [2, 53, 29] replicate Web content in an effort to reduce client access latency. This kind of replication can also reduce network overhead. However, the efficacy of content distribution can crucially depend on the placement of these replicas, and on the relative location of the client population.

In the past, there have been several studies that have addressed the problem of replica placement on the network and its impact on network performance [65, 95, 60, 70]. A number of replica placement methods have been proposed and studied. Two of the studies [95, 60] have considered a greedy placement strategy\(^1\) which, compared to the computationally expensive optimal solution, performs remarkably well in practice (within a factor of 1.1–1.5), and is relatively insensitive to imperfect input data. Unfortunately, this greedy placement requires knowledge about the client locations in the network, and all pairwise inter-node distances, which information in many cases may not be available.

One of the previous studies [60] considers also topology-informed replica placement, where nodes are selected as replicas in decreasing order of their node degree.\(^2\) Their results suggest that this method can perform almost as good as the greedy placement. However, due to lack of more detailed network topology, this particular study uses only Autonomous Systems (AS) topologies (real-world and generated) where each node represents a single AS, and a node link corresponds to AS-level BGP peering.

---

\(^1\)The particular greedy placement is also very similar to the one in [65].

\(^2\)From now on we will use interchangeably the terms node degree and node fanout to represent the number of links connecting a node with its neighbors. Also, we will use the term well-connected node to indicate a node that has a large fanout.
In this work we extend their evaluation of fanout-based replica placement in several ways. First, instead of using a coarse-grained AS topology derived from BGP AS paths information [122], we have in our possession an approximate router-level Internet topology [38] which we use to obtain more detailed and accurate results. Second, instead of shortest-path routing, we generate router-level paths using approximate models of inter-AS routing policy [113]. With their technique, each router from the router-level topology is mapped to the AS it belongs to (based on that router IP address), and then AS-level shortest-path routing is combined with router-level shortest-path towards the next-hop AS. Finally, we look into results sensitivity by considering various client placement models, and some other topologies.

Our main findings are:

- In most cases the router-level fanout placement is almost as good as the greedy placement (within a factor of 1.1–1.2).

- A fanout-based replica placement method needs to be carefully designed to be efficient. For example, if we select first a well-connected AS and then we select a router within that AS, we must be very careful which particular router is selected.

Our conclusions do not depend on client locations. Only if the number of clients is very small, then there is a significant performance difference between the fanout-based replica placement and the greedy placement. The results are true also for random graphs, generated and real-world AS topologies, but do not apply for overlay topologies such as Mbone [75].
The rest of the chapter is organized as follows. In Section 3.2 we describe the particular replica and client placement models we consider in this work. Section 3.3 contains the performance evaluation results. Section 3.4 presents a possible explanation when and why those results may hold. Conclusions are in Section 3.5.

3.2 Replica and Client Placement Models

In this section we describe the replica placement models we are interested at, and are evaluated later in Section 3.3. We use each of those models to place a number of replicas on the topology, so we could eventually reduce the client access latency and the overall network overhead (compared to a single-server solution). We also describe the client placement models that we use to select a number of nodes as clients. Those models are used in Section 3.3.3.2 to perform the client-impact sensitivity evaluation. Before presenting the replica and client placement models, we describe the client-replica assignment we assume.

3.2.1 Client-Replica Assignment

In this work we assume that each client selects the closest (in number of hops) replica. Indeed, it is possible to consider a more sophisticated scheme where a client selects in real-time the replica that offers the lowest latency, but for simplicity we ignore such schemes. The second assumption we make is that we do not limit the number of a clients that can be assigned to a replica. Both assumptions are similar to those in some of the previous work [95, 65, 60]. One of the arguments to support the latter assumption is that typically it is much easier to increase the capacity of a particular replica (e.g., by creating a cluster of replicas at the same location), than deploying a new replica at different location for the sake
of reducing other replicas' load. The latter assumption does not impact our conclusions even in the presence of flash crowds, because, as we demonstrate later in the chapter, our results are robust to variations in client locations and client population size.

3.2.2 Replica Placement Models

In this work we consider the following replica placement methods. The first method has been proposed in some of the previous work [65, 95, 60, 70]. In our study we use it as a base for comparison.

- **Greedy placement.** The greedy placement we choose is same as the greedy algorithm described in [95] and [60]. The basic idea is to choose the replicas one-by-one, a subject to a greedy selection: at each step we evaluate all nodes in the topology and choose the one that, if we place a replica there, the resulting network overhead will be minimized. The process is repeated until all replicas have been chosen. The input to this method is all pairwise inter-node distances, and the client placement locations.

- **Max-router fanout placement.** Given a network topology and the fanout of each node, we choose the replicas one-by-one in decreasing order of their node degree until all replicas have been chosen. The intuition behind this method is that the nodes with large fanout are eventually the closest (on average) to all other nodes, and therefore they are a better choice for replica location.

- **Max-AS/max-router fanout placement.** This method assumes that each node/router has been assigned to some AS, and that all ASs have been connected into an AS-level topology. If \( R \) is the number of replicas to select, first we select the \( R \) ASs that have
the largest fanout (on the AS-level topology). Then, within each selected AS, we
choose the router that has the largest router-level fanout. Similar to the \textit{max-router}
fanout placement, the intuition is that the selected nodes will be closer to the rest of
the nodes.

- \textit{Max-AS/min-router fanout placement.} This method is similar to the \textit{max-AS/max-
router fanout} placement, except that instead of selecting the router with largest
fanout within each of the chosen ASs, we select the router with the smallest fanout.
This placement may not make sense for practical purposes, but we need to consider it
to evaluate the sensitivity of network performance to replica placement within an AS.
Note that for the rest of this chapter, when we use the term \textit{fanout-based placement},
we do not include the \textit{max-AS/min-router} fanout placement, unless stated otherwise.

- \textit{Random placement.} In this method the replicas are chosen at random with uniform
probability among all nodes in the topology. We consider it as an “upper-bound”
placement method in a sense that an efficient replica placement method should always
be better than the random placement.

Unlike previous work [95, 65, 60], we do not consider some of the existing optimal
solutions that have been proven to be always within a small factor of the most optimal
solution.

Indeed, Qiu et al. [95] have found that the particular greedy algorithm described above
performs very well in practice (typically within a factor of 1.1–1.5 of the computationally
intensive optimal solutions). Further, its performance is relatively insensitive to imperfect
input data such as client locations and network topology information. Therefore it is a reasonable choice for our needs and we can use it as a base of comparison.

### 3.2.3 Client Placement Models

To investigate the sensitivity of replica placement performance to client locations, we look into several client placement models. Our goal is not to explore all possible client placements, but to consider the extreme cases, along with the random case, because the extreme cases can give us the boundary of expected performance.

The first model we look into is the random client placement, where the client nodes are selected at random with uniform probability.

We also look into the extreme client placement as defined in [92], namely extreme affinity and extreme disaffinity. The extreme affinity model places the clients as close as possible to each other; the extreme disaffinity model places the clients as far as possible from each other. The particular algorithm we use to place a number of clients on a graph according to the affinity/disaffinity model is described in [130]. Below is a brief summary of that algorithm. The first client is selected at random among all nodes. Then, we assign to each node $n_i$ that is not selected yet the probability $p_i = \frac{\alpha}{w_i}$, where $w_i$ is the closest distance between node $n_i$ and a node that is already selected as a client, $\alpha$ is calculated such that $\sum_{n_i} p_i = 1$, and $\beta$ is the parameter that defines the degree of affinity or disaffinity. After a node is chosen to be a client, the probabilities of the remaining nodes are recomputed and the process is repeated until the desired number of clients is selected. Similar to [130], in our experiments we use $\beta = 15$ and $\beta = -15$ for extreme affinity and disaffinity respectively.
We look into yet another extreme client placement: *extreme clustering*. This placement can be considered as a hybrid between extreme affinity and extreme disaffinity. With this placement, clients are “grouped” into a number of *clusters*, such that the clients that belong to the same cluster are as close as possible to each other (*i.e.*, extreme affinity placement). Then, all clusters are placed as far as possible from each other (*i.e.*, extreme disaffinity placement). A two-step version of the extreme affinity/extreme disaffinity algorithm described above can be used to create the extreme clustering as well. In the first step we place $\sqrt{C}$ clients with extreme disaffinity with parameter $-\beta$, where $C$ is the total number of clients. Each of those clients are considered as a center of a cluster of size $\sqrt{C}$ clients. In the second step, we add $C-1$ clients to each cluster by using the extreme affinity algorithm with parameter $\beta$.

To verify our results with real-world data, we use Web server access logs to create the population of clients. In particular, we collect the unique IP addresses of all clients that have accessed the same Web server within some period of time. Then, we run the *traceroute* tool [55] to each of the client addresses. Finally, we intersect each of the traceroute paths with the Internet map to find the last-hop router toward a Web client that is on that map. The set of all last-hop routers is our *web clients set* that can be used to represent the population of the real-world Web clients.

### 3.3 Performance Evaluation

In this section we present the main results from our evaluation. In particular, we use numerical simulations to compute the relative network performance. As part of our evaluation we look into the impact of various factors on performance: replica and client placement,
client number, network topology. First we describe the metric space, and then we present the results when we vary each of the input factors we consider.

### 3.3.1 Metric Space

The two particular metrics we are interested at are average client latency and overall network overhead. For simplicity, we assume that the latency between two nodes is proportional to the number of link-hops between them. A similar assumption has been used in a previous work [95]. Indeed, [41] shows that router-level hops correlate well with observed latency. On the other hand, that work points out that the number of ASs in the path to a destination has a higher correlation to latency than the number of router-level hops. However, that study is several years old and Internet has evolved since then. Further, a more recent study has measured 50–70% correlation between network hop and round-trip time [86], and its authors claim that the router-level number of hops is more meaningful as a latency metric.\(^3\) Finally, due to lack of information, we assume that the bandwidth capacity of all links is same. Obviously, those assumptions are not perfect, but without detailed network measurements this is the best we can do. Hence, the average client latency across all clients \(c\) can be computed as:

\[
AveClientLatency = \frac{\sum_{\text{clients}(c)} \text{Dist}(c, \text{Replica}(c))}{\text{NumberOfClients}}
\]

where \(\text{Replica}(c)\) is the replica node for client \(c\), and \(\text{Dist}(c, \text{Replica}(c))\) is the distance between them in number of hops.

\(^3\)We also show, in Section 3.3.3.4, that if we consider latency defined in terms of AS-level hops, our findings hold even stronger.
For similar reasons as above, we also assume that the overall network overhead is proportional to the number of link-hops used to disseminate the data from the replicas to all clients. At the same time, we ignore the network overhead to distribute the data from its original location to each of the replicas, because this overhead may be a small fraction of the network overhead to distribute the data from the replicas to a large number of clients. Hence, the overall network overhead for all clients can be computed using the following formula:

$$NetworkOverhead = \sum_{clients(c)} Dist(c, Replica(c))$$

In our evaluation, we are not interested in the absolute client latency or absolute network overhead metrics. Instead, we are interested in the relative client latency or relative network overhead of each replica placement method versus the greedy placement. Based on our assumptions, we have $AveClientLatency = \frac{NetworkOverhead}{NumberOfClients}$, therefore it is easy to see that when we perform relative comparison between two replica placement methods using the same set of clients, then the relative average client latency will be same as the relative network overhead. Therefore, for the rest of this chapter we use a single metric we call efficiency ratio to compute the relative performance between two replica placement methods. We always use the greedy placement as a base for comparison, hence the efficiency ratio of method $M_i$ can be computed as:

$$EffRatio(M_i) = \frac{NetworkOverhead(M_i)}{NetworkOverhead(Greedy)}$$
3.3.2 Simulation Setup

For most of our simulations (except for those described in Section 3.3.3.4 where we look at the topology impact factor), we use a real-world router-level topology. The topology information was collected by using a large number of traceroute requests sent over the Internet [38, 123]. The resulting topology had 102639 nodes and 142303 links. Then we recursively removed all nodes that have a fanout of one to obtain a topology we call Internet core. The reason that we truncate the original topology is to remove the long, “skinny” branches that do not represent well the network connectivity at the edges, but are an artifact from the particular methodology used to obtain the topology information.

To obtain more realistic results, instead of using shortest-path routing, we use AS-level hierarchical routing as described in [113]. With their technique, first each router from the router-level topology is mapped to the AS it belongs to, based on that router IP address and the AS-level topology [12] at the time the router-level topology data was collected. After that, the AS-level shortest-path routing is computed. Finally, to compute the router-level path between two nodes, the AS-level path is followed, and within each AS the router-level shortest path is used to reach the closest node that belongs to the next-hop AS.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Nodes</th>
<th>Links</th>
<th>Diam.</th>
<th>Ave. dist.</th>
<th>Ave. fanout</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet core</td>
<td>27646</td>
<td>67310</td>
<td>26</td>
<td>8.3</td>
<td>4.9</td>
</tr>
<tr>
<td>Random graph</td>
<td>19596</td>
<td>40094</td>
<td>16</td>
<td>7.2</td>
<td>4.1</td>
</tr>
<tr>
<td>Power-law graph</td>
<td>10091</td>
<td>23253</td>
<td>9</td>
<td>3.2</td>
<td>4.6</td>
</tr>
<tr>
<td>AS</td>
<td>4830</td>
<td>9077</td>
<td>11</td>
<td>3.7</td>
<td>3.8</td>
</tr>
<tr>
<td>Mbone</td>
<td>4179</td>
<td>8549</td>
<td>26</td>
<td>10.1</td>
<td>4.1</td>
</tr>
</tbody>
</table>

Table 3.1: Metrics of used topologies.
Within each set of simulations we fix the number of clients and vary the number of replicas, or vice-versa. The number of replicas varies between 1 and 50; the client population size varies as a fraction of the number of all nodes between 0.005 and 0.2. The replica and the client placement methods, as described in Section 3.2, are the other input to the simulations. In all simulations we use 100 different sets of algorithmically chosen clients (except for the Web-derived clients when we have 3 sets), and we average the results among all trials. The results we show are for the 95% confidence interval (note that in most cases this interval is very small and can be seen as a single dot).\footnote{We looked also into the min-max interval, and it was almost unnoticeable for the max-router fanout and max-AS/max-router placement methods.} To create the set of Web-derived clients, we use the access logs of a busy Web server for three consecutive days, and we apply the technique described in Section 3.2.3 to compute the nodes on the router-level topology that represent the Web clients. The number of unique client addresses for each of the three days is 37401, 40833, 43558 respectively. Those clients, after the intersection of the traceroute paths with the router-level topology, are represented by 4015, 4158 and 4264 unique nodes on the Internet-core map (approximately 15% of all nodes).

We tried also some generated topologies, and some other real-world maps (see Section 3.3.3.4). Table 3.1 summarizes some of the metrics of all topologies.

### 3.3.3 Network Efficiency Results

First, we present the results for different replica placement methods, which are of most interest to us. Then we look at how the client placement may have impact on performance. Finally, we look into other factors such as client number and network topology.
3.3.3.1 Replica Placement Impact

![Graph showing replica placement impact](image)

Figure 3.1: Internet core: replica placement impact (random clients).

To evaluate the replica placement impact, we assume a fixed number of randomly placed clients (20% of all nodes), and the number of replicas varies between 1 and 50. Then we compute the relative network efficiency for different replica placement methods (as described in Section 3.2.2), by using the greedy algorithm results as base for comparison (1.0).

The results from this simulation are in Figure 3.1. The first observation we can make is that both max-router fanout and max-AS/max-router fanout placement methods perform very well, within a factor of 1.1–1.2 of the greedy placement, regardless of the number of replicas. This result is our first confirmation that the fanout-based placement methods perform well even on Internet router-level topology. On the other hand, the max-AS/min-router fanout placement performs even worse than random replica placement. This, to some extent, is a surprising result, because we expected that the AS fanout is the major...
Figure 3.2: Internet core: replica placement impact (extreme affinity clients).

Figure 3.3: Internet core: replica placement impact (extreme disaffinity clients).
Figure 3.4: Internet core: replica placement impact (extreme clustering clients).

Figure 3.5: Internet core: replica placement impact (web clients).
factor that has impact on performance. Clearly, placement is very sensitive to the actual
selection of routers within ASs—selecting the highest fanout AS alone for placing a replica
is not sufficient.

3.3.3.2 Client Placement Impact

To evaluate the client placement impact on the results, first we consider the extreme cases
of affinity, disaffinity and clustering. The particular model we use was described already
in Section 3.2.3. Figure 3.2, Figure 3.3 and Figure 3.4 show the results for extreme affinity,
extreme disaffinity and extreme clustering respectively (the rest of the setup is same as
in the case of random client placement in Section 3.3.3.1). Here again we can see that in
case of extreme affinity and extreme disaffinity client placement, the max-router and max-
AS/max-router fanout-based placement methods perform remarkably well within a factor
of 1.1–1.2 of the greedy placement. However, the results for extreme clustering reveal
notable difference in performance: the fanout-based replica placement method can be on
the order of 1.4 worse compared to the greedy placement. Even though, quantitively, the
difference is not significant, we consider this finding an important evidence of the impact
of client placement may have on performance.

The results with the web-clients are in Figure 3.5. Similar to the extreme affinity and
extreme disaffinity client placement, with web-clients the fanout-based placement methods
perform equally well.

It is interesting to note that, unlike the greedy placement, the fanout-based replica
placement methods do not take client locations into account, yet they can perform very
well over a wide range of client placements (including realistic placements).
3.3.3.3 Client Number Impact

![Graph showing efficiency ratio vs clients fraction]

Figure 3.6: Internet core: client number impact (random clients).

The next question we want to answer is how the client population size impacts the performance. In this set of simulations we fix the number of replicas to 50, and then we vary the fraction of nodes that are clients in the range 0.005–0.2. Figure 3.6, Figure 3.7, Figure 3.8, and Figure 3.9 show the results for various client placement: random, extreme affinity, extreme disaffinity, and extreme clustering respectively.

We observe that when the number of clients is small, the fanout-based placement methods do not perform very well. This is especially true for extreme affinity and extreme clustering client placement. For moderate and large client number, the fanout-based placements perform much better, as expected.5 Another observation we can make is that the

---

5The *random* and *max-AS/min-routers* placement performance for extreme disaffinity of the clients as a function of the client population size may seems a little bit unusual because it is not monotonically increasing or decreasing. This behavior can be explained by the fact that the results can be influenced significantly by various factors if the number of clients is very small (on the order of the number of replicas).
Figure 3.7: Internet core: client number impact (extreme affinity clients).

Figure 3.8: Internet core: client number impact (extreme disaffinity clients).
performance difference is larger with extreme affinity or extreme clustering of the clients. This result is not unexpected, and here is a possible explanation. When all clients are placed together in some part of the network (in case of extreme affinity), there is relatively low probability that there will be a node with large fanout in their proximity that will be selected as a replica (unless the number of clustered clients is very large and altogether they cover a notable fraction of the network). When all clients are clustered in various parts of the network (in case of extreme clustering), each of those clusters has a relatively small size, therefore it is even less likely there is a replica in a proximity of each cluster; yet, given the relatively small number of clusters, eventually most clusters are “pushed” to the edge of the network where is less likely there is a node with a large fanout. This also explains the notably worse performance of extreme clustering compared to extreme affinity and extreme disaffinity.
From the above results we can see that the client population size has impact on performance only when the number of clients is small. Only then the fanout-based placements perform notably worse than the greedy placement.

### 3.3.3.4 Network Topology Impact

![Graph showing replica placement impact](image)

**Figure 3.10: Random graph: replica placement impact (random clients).**

The next factor we consider that may have impact on performance is the type of topology. First, we repeat the same simulations with two different types of generated topologies. The first one is a random graph (see Table 3.1 for some of its metrics, as well for the metrics of the other topologies), generated by the GT-ITM topology generator [8]. The second one is a power-law graph\(^6\) created by a generator based on the algorithm described in [1]. A recent study shows that this topology qualitatively resembles both the AS and the router-level topologies [114]. Obviously, we do not have ASs over the generated

\(^6\)One of the characteristics of the power-law graphs is that the node fanout distribution can be described by a power law: \(f_d \propto d^\beta\) where \(f_d\) is the frequency of out-degree \(d\), and \(\beta\) is a constant.
Figure 3.11: Power-law graph: replica placement impact (random clients).

Figure 3.12: Mbone topology: replica placement impact (random clients).
topologies, therefore we have to use shortest-path routing; for the same reason we cannot apply the \textit{max-AS/max-router} or the \textit{max-AS/min-router} replica placement methods.

The results for the random graph with randomly placed clients (20\% of all nodes) when we vary the number of replicas are in Figure 3.10. We can see that the difference between the greedy placement and the \textit{max-router fanout} placement is even smaller (within a factor of 1.05). On the other hand, even random replica placement can perform within a factor of 1.25 which is much lower compared to the Internet-core results.

The results for the the power-law graph are in Figure 3.11. As expected, the fanout-based placement performs very well, while the random placement performs notably worse. We tried also a real-world AS-level topology itself [12], and the results were very similar to the results for the generated power-law graph.

However, we should note that this result is not universal. When we tried the Mbone [75] overlay topology [123] we found that the \textit{max-router fanout} replica placement is not better than the random placement. In fact, in most cases it was even worse (see Figure 3.12). We believe the reason is that the connectivity of the Mbone topology is very sparse compared to the other topologies we have considered (compare the topology size, topology diameter and average inter-node distances of all topologies on Table 3.1). As a result, the average distance from a well-connected node to the rest of the nodes is relatively large, therefore such node is not a good choice to be a replica.

Finally, we should note that when we repeated the Internet-core simulations with using shortest-path routing instead of the approximated AS-policy routing, we did not see any notable difference. From this we can conclude that the impact of the routing on relative performance is insignificant.
3.4 Results Discussion

In this section we discuss our findings, and try to explain the reasons behind some of them.

Our main finding is that the fanout-based placement methods can perform remarkably well. Unlike more sophisticated methods such as greedy placement that takes into account the client locations to compute the appropriate replica placement, the fanout-based placement does not require any knowledge about expected client locations. This is a very significant simplification, because it basically suggests that we do not need a dynamic and adaptive replica placement that requires knowledge about expected client locations. In other words, as long as the replicas are placed in some “key” locations in the network, then the expected performance would be reasonably good. The only notable exception is when we use extreme clustering to place the clients, when the results are worse compared to other client placement methods, but even then the difference is not significant.

If we abstract from the particular replica placement methods and ask the question “if we had to select a single node as a replica, what would be the best node to select,” the answer would be the node that is as close as possible to all clients. Typically, if a node has a large fanout, it means that it is a one-hop away from a large number of nodes, and therefore probabilistically it is close to a large number of clients as well. The AS and the Internet topologies have the characteristics of power-law graphs [34, 98]. One of the characteristics of those topologies is that they have a small number of nodes with very large fanout which nodes are apparently just few hops away from all other nodes. In other words, the high-fanout nodes are the “key-location” nodes for the power-law graphs that in most cases are very close to the rest of the nodes.
Here someone may ask the question why did we get similar results for the random graph which is not a power-law graph? The answer to that question may be in the fact that the majority of the nodes in the random graphs have similar fanout, while overall random graphs have very high topology expansion (defined as the growth of neighborhood size as a function of distance) [98]. The combination of these two factors eventually means that all nodes are just few hops away from each other, and then choosing any node to be a replica will be a good solution. This observation also explains why the random replica selection performs much better for random graph compared to power-law graph (see Figure 3.10 and 3.11).

Another observation is that a two-level fanout-based placement such as the max-AS/max-router placement method can perform very well. One possible speculation here may be that the AS fanout is the factor that matters, i.e., that choosing any node within an AS with a large fanout will be a good solution. However, the results for the max-AS/min-router replica placement show that router selection based on the AS-level fanout only is not sufficient: the router-level fanout must be considered as well. One possible explanation to this is as follows. Typically, an AS with large fanout has inside a large number of nodes, and some of those nodes may not be very well connected.\footnote{Indeed, when we compared the number of nodes assigned to each AS versus the AS fanout, on average the relation can be approximated with a straight line on the log-log scale, which means that each of the few ASs with the largest fanout contains a large number of nodes inside.} Therefore, choosing such not well connected node as a replica may not be beneficial at all to reduce client latency or network overhead.

Finally, we should note that in most cases the max-AS/min-router fanout replica placement performs slightly better compared to the max-router fanout placement. The reason
for this, we believe, is that the max-AS/min-router fanout placement spreads the replicas among a number of ASs, by placing no more than one replica inside each AS. On the other hand, the max-router fanout placement does not have this property, therefore it may place a number of replicas very close to each other without adding significant benefit to the clients.

3.5 Conclusions

In this chapter we studied the efficient replica placement for Content Distribution Networks. We have demonstrated that by using a small amount of information about the underlying topology such as node fanout, we can improve significantly the protocol performance. In our case, node fanout-based replica placement can be used to achieve results that are within a factor of 1.1–1.2 of solutions that are much more complicated and computationally expensive. The results are not affected by the client placement. However, they are affected by the underlying topology: the results can be applied to power-law and random graphs, but they do not apply for overlay topologies such as Mbone, or canonical topologies such as tree and mesh. This case-study suggests that in some cases it may be worth collecting some topology-related information that can be used to improve significantly protocol performance.

In the next chapter we study another problem where again we can use the help of partial knowledge about the underlying network to improve performance. In particular, we compare hierarchical router-assisted and application-level reliable multicast schemes, and we use partial topology knowledge to improve the creation of the application-level hierarchy.
Chapter 4

Case Study: Hierarchical Reliable Multicast

In this chapter we study another problem where we can benefit from using partial knowledge about the underlying network to improve protocol performance. We compare the performance of hierarchical router-assisted and application-level reliable multicast schemes. The router-assisted schemes use the help of the intermediate routers to create the data recovery hierarchy. Intuitively, such hierarchy would be more congruent with the underlying physical topology, therefore its performance should be significantly better compared to hierarchies that were created without the help of the intermediate routers. However, we find that if participants have information about all-pairs end-to-end distances, that partial information about the topology can be used to create an efficient application-level data recovery hierarchy. The performance of such hierarchy is comparable to the performance of router-assisted hierarchies.
4.1 Introduction

Reliable multicast has received significant attention recently in the research literature [36, 88, 72, 49, 16, 71, 68, 132]. The key design challenge for reliable multicast is scalable recovery of losses. The two main impediments to scale are implosion and exposure. Implosion occurs when, in the absence of coordination, the loss of a packet triggers simultaneous redundant messages (requests and/or retransmissions) from many receivers. In large multicast groups, these messages may swamp the sender, the network, or even other receivers. Exposure wastes resources by delivering a retransmitted message to receivers which have not experienced loss. Another challenge that arises in the design of reliable multicast is long recovery latency, which may result from suppression mechanisms to solve the implosion problem. Latency can have significant effect on application utility and on the amount of buffering required for retransmissions. Finally, highly dynamic groups may result in a loss of efficiency because they break assumptions about group constituency and structure.

One popular class of solutions is hierarchical data recovery. In these schemes, participants are organized into a hierarchy. By limiting the scope of recovery data and control messages between parents and children in the hierarchy, both implosion and exposure can be substantially reduced. Hierarchies introduce a latency penalty, but that only grows proportional to the depth of the hierarchy. The biggest challenge with hierarchical solutions is the construction and maintenance of the hierarchy, especially for dynamic groups. For optimal efficiency, the recovery hierarchy must be congruent with the actual underlying
multicast tree.¹ Divergence of these structures can lead to inefficiencies when children select parents who are located downstream in the multicast tree.

One approach, exemplified by RMTP [72], is to use manual configuration or application-level mechanisms to construct and maintain the hierarchy. Manual hierarchy construction techniques rely either on complete or partial (e.g., where the border routers are) knowledge of the topology. Automated hierarchy construction techniques rely on dynamically discovering tree structure, either explicitly by tracing tree paths [71], or implicitly by using techniques based on expanding ring search. Once a hierarchy is formed, children recursively recover losses from their parents in the hierarchy by sending explicit negative acknowledgments.

Another approach, exemplified by LMS [88], proposes to use minimal router support not only to make informed parent/child allocation, but also to adapt the hierarchy under dynamic conditions. In some of these router-assisted schemes, hierarchy construction is achieved by routers keeping minimal information about parents for downstream receivers, then carefully forwarding loss recovery control and data messages to minimize implosion and exposure. In these schemes, hierarchy construction requires little explicit mechanism at the application-level at the expense of adding router functionality. Because of this, one would expect these router-assisted hierarchies (Section 4.2.2) to differ from the application-level hierarchies (Section 4.2.1) in two different ways: a) router-assisted hierarchies are finer-grained; that is, have many more “internal nodes” in the hierarchy; and b) they are more congruent to the underlying multicast tree.

¹Congruency is achieved when the virtual hierarchy and the underlying multicast tree coincide.
Then, it is natural to ask, as we do in this work: Is the performance of application-level hierarchies qualitatively different than that of router-assisted hierarchies? To our knowledge, this question has not been addressed before. We study this question by evaluating two specific schemes: LMS and an RMTP-like schemes which use two specific hierarchy construction techniques. For our comparison we used four metrics: recovery latency, exposure, data traffic network overhead, and control traffic network overhead. We approach the question from two angles: first, we use analysis (Section 4.3) to determine the asymptotic behavior of the two schemes for regular trees, and second, we employ simulation (Section 4.4) to study the performance of large irregular multicast trees. These irregular multicast trees are randomly generated on real-world topologies such as the Internet [38], and the Mbone [75] topology [123].

Before doing this performance comparison, our expectation was that router-assisted hierarchies would significantly outperform application-level hierarchies. Our finding was surprising: that, with careful hierarchy construction, the performance of application-level hierarchies is comparable to that of router-assisted hierarchies, even though the former have a coarse-grained recovery structure. However, as we show, there exist pathological hierarchy construction techniques for which application-level hierarchies perform qualitatively worse than router-assisted hierarchies. Thus, the congruence of the hierarchy to the underlying multicast tree seems to be more important to performance than having a fine-grain recovery structure.

We should emphasize that we model only the essential features of the two schemes, and while our conclusions may be colored by the specific schemes we chose, we believe our results have a bearing on the larger issue of how router-assisted hierarchies compare to
application-level hierarchies. Furthermore, our conclusions inform but do not necessarily close the debate regarding the appropriate approach to hierarchical data recovery. Our evaluation metrics do not capture the complexity and cost of hierarchy construction, or the complexity of adding router-assistance for hierarchical recovery to the network.

The rest of the chapter is organized as follows. In Section 4.2 we present in details the application-level and router-assisted schemes we consider in this paper, and describe the evaluation metrics. Section 4.3 presents the k-ary tree analytical results for both schemes. Section 4.4 present and discusses the simulation results for real-network topologies. Conclusions are in Section 4.5.

4.2 Hierarchical Multicast Data Recovery Schemes

As the name implies, hierarchical reliable multicast schemes solve the scalability problem by structuring the group into a hierarchy. Because a hierarchy explicitly enforces scope on the data recovery, it is a natural approach to address many of the problems described earlier, including implosion, exposure and latency. Based on the mechanisms used to create and maintain the hierarchy, we can distinguish between two classes of hierarchical schemes. The first class, application-level hierarchical schemes (ALH), uses only end-to-end mechanisms assisted by the end-systems (the receivers) to create and maintain the hierarchy. The second class, router-assisted hierarchical schemes (RAH), uses assistance from the routers in the creation and maintenance of the hierarchy.
Figure 4.1: ALH example: optimal hierarchy organization.

Figure 4.2: ALH example: sub-optimal hierarchy organization.
4.2.1 Application-Level Hierarchical Schemes

ALH schemes create and maintain the data recovery hierarchy by using only end-to-end mechanisms. Typical mechanisms include manual (static) configuration and expanding ring search to locate the nearest candidates. More sophisticated schemes employ heuristics such as “loss fingerprinting” where receivers compare their loss fingerprints with those of potential parents and select the most appropriate. Both types, however, tend to be slow to adapt to dynamic conditions and are not always accurate in maintaining congruency.

The Reliable Multicast Transport Protocol (RMTP) [72] is an example of an ALH scheme, and forms the basis of our ALH model. RMTP employs a combination of positive and negative acknowledgments (ACK and NACK) for data recovery. Because the focus of this work is not on modeling and evaluating protocol details, but rather understanding the underlying mechanisms, we do not follow exactly the RMTP protocol; instead, we adopt the hierarchical approach in RMTP and model only NACKs and retransmissions.

Briefly, our ALH scheme works as follows. In Figure 4.1 Rx1 is a parent for Rx2, Rx7, and Rx8, while Rx2 itself is a parent for Rx3, Rx4, Rx5 and Rx6. Upon detecting loss (link R1 – R2), children unicast NACKs to their parents (Rx3, Rx4, Rx5, Rx6 to Rx2, and Rx2 to Rx1.) If the parent has the data, the parent sends it to its children by either unicast or multicast. A multicast response is sent to a local multicast group where only the children and the parent are members of that group. To select between unicast and multicast, a parent collects NACKs and uses multicast if at least 50% of the children requested data retransmission; otherwise the parent uses unicast (parent Rx1 to Rx2.) If a parent does not have the requested data, its own parent also detects the loss from missing
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acknowledgments (and so on until we reach the root). After receiving the data each parent sends it to its children.

RMTP does not explicitly specify how the hierarchy is created; rather, in its current incarnation it assumes a manually configured static hierarchy. In order to explore the potential of ALH schemes, we introduce a rather powerful heuristic: we hypothesize that all participants have somehow obtained information about the distance to each other, and use that information in a heuristic algorithm to create the hierarchy. The algorithm creates the hierarchy in a bottom-up fashion as follows: among a group of participants, the node with the smallest sum of distances to all other nodes becomes a parent. Initially, all receivers are eligible to become parents and thus the lowest level of the hierarchy is formed by selecting parents among all receivers. Each of the receivers which was not elected as a parent chooses the closest parent node as its parent. The same heuristic is recursively applied at the next level among all the nodes that were selected as parents in the previous iteration, until we are left with a small number of nodes which become children of the root of the tree (i.e., the sender). The depth of the hierarchy is defined by the fraction of nodes to choose at each iteration, which is a number in the interval (0.0, 0.5). A value of 0.1 for example means that among all nodes at level $i$ in the data recovery hierarchy, 10% of them will become parents of the remaining 90%.

4.2.2 Router-Assisted Hierarchical Schemes

Router-assisted hierarchical schemes (RAH) use network assistance to achieve congruency between the hierarchy and the multicast tree. By eliminating the need to maintain the hierarchy through potentially expensive and complicated endsystem-based mechanisms, RAH
schemes reduce application complexity and enable the development of large-scale reliable multicast applications. For our evaluation of RAH schemes we chose Light-weight Multicast Services (LMS) [88] as our model. LMS employs router assistance to create a dynamic hierarchy which continuously tracks the underlying multicast routing tree regardless of membership changes. The network assistance required by LMS is in the form of new forwarding services at the routers, and thus has no impact at the transport level. With LMS each router marks a downstream link as belonging to a path leading to a replier. A replier is simply a group member willing to assist with error recovery by acting as a parent for that router’s immediate downstream nodes. Because they are selected by routers, parents are always upstream and close to their children. The forwarding services introduced by LMS allow routers to steer control messages to their replier, and allow repliers to request limited scope multicast from routers. More specifically, LMS adds the following three new services to routers:

- **Replier selection**: potential repliers advertise their willingness to serve as repliers for a particular *(Source, Group)* pair with their local router. Routers propagate these advertisements upstream. Before propagating the message upstream, a router selects one of its downstream interfaces (based on an application-defined metric) as the replier interface. When all routers have received advertisements the replier state is established. Replier state is soft state which provides robustness and guards against replier and link failures.

- **NACK forwarding**: LMS routers forward NACKs hop-by-hop according to the following rules: a NACK from the replier interface is forwarded upstream; a NACK
from a non-replier interface (including the upstream interface) is forwarded on the replier interface. However, a NACK from a non-replier downstream interface marks this router as the “turning point” of that NACK. Note that by definition, there can be only one turning point for each NACK but the same turning point may be shared by multiple NACKs. Before forwarding a NACK, the turning point router inserts in the packet the addresses of the incoming and outgoing interfaces, which we call the “turning point information” of the NACK. This information is carried by the NACK to the replier.

- **Directed multicast (DMCAST):** DMCAST is used by repliers to perform fine-grain multicast. A replier creates a multicast packet containing the requested data and addresses it to the group. The multicast packet is encapsulated into an unicast packet and sent to the turning point router (whose address was part of the turning point information) along with the address of the interface the NACK originally arrived at the turning point router. When the turning point router receives the packet, it decapsulates and multicasts it on the specified interface. An enhanced version of DMCAST may allow repliers to specify more than one interface that the packet should be directed to send on.

LMS works well in most cases to deliver the requested packet with minimum latency and only to receivers that need it. Figure 4.3 shows such an example. The loss on link $R1 - R2$ is recovered from replier $R1$ by sending a DMCAST to $R1$. However, in some cases LMS may expose receivers to retransmissions that do not need it. This occurs when loss happens on the replier path, as shown in Figure 4.4. The resulting exposure does not
Figure 4.3: LMS vanilla example: data loss and recovery.

Figure 4.4: LMS vanilla example: data loss by replier only and exposure to other receivers.
Figure 4.5: LMS enhanced example: data loss by replier only and unicast recovery.

Figure 4.6: LMS enhanced example: two-step data recovery (unicast followed by direct multicast).
affect correctness but may lead to wasted resources if a replier branch (the link between $R_2$ and $Rx_2$ in our example) is particularly lossy. LMS addresses this problem by selecting the replier branch that advertises the least loss. However, determining path loss characteristics can be hard, and thus LMS employs another method to eliminate exposure, which comes at the cost of eventually adding an extra hop to the retransmission. With this enhancement, a NACK by a downstream replier specifies that the reply should be unicast to the requestor itself rather than the turning point. For example, in Figure 4.5 (the same loss scenario as in Figure 4.4) $Rx_1$ will directly unicast the reply to $Rx_2$ and therefore there will be no exposure on the subtrees rooted at $R_3$ and $R_4$. The extra hop of retransmission can be illustrated by the example in Figure 4.6 where the packet loss occurs on the link between $R_1$ and $R_2$. Similar to the previous example, the request by downstream replier $Rx_2$ will reach $Rx_1$ and the reply will be unicast back to $Rx_2$. However, because in the mean time $Rx_2$ has received NACKs from the downstream parts of the tree ($Rx_4$ and $Rx_6$), now it just needs to send a single enhanced directed multicast to $R_2$ specifying that the reply should be multicast on links $R_2-R_3$ and $R_2-R_4$. Only if at some later time the requestor $Rx_2$ receives more requests, direct multicasts are sent to the remaining part of the subtree.

Note that this two-step process occurs only once, between the replier above the loss and the first requestor. We distinguish the previous version (which we call vanilla LMS) from this version, which we call “enhanced LMS.” Preliminary experiments have shown that for large groups the increase in latency in enhanced LMS is negligible but there is a significant reduction in exposure. Therefore, in this work we use the enhanced version of LMS.

We note that LMS is not the most aggressive router-assisted recovery scheme. Finer grain recovery schemes, in which routers themselves respond to loss recovery requests from
downstream neighbors, can, perhaps perform better than LMS. While such schemes are conceivable, we believe they are impractical in that they require significant router state.

4.2.3 Metric Space

We did not model the overhead of creating a hierarchy with ALH schemes, because this depends strongly on the application and network characteristics. For example, in an application where membership is static, parents can be deployed manually and can yield excellent performance. At the other extreme, applications with mobile receivers may impose many restrictions on the type of the hierarchy creation algorithm and the parent–child associations.

If we ignore the overhead for creating and maintaining the hierarchy, the main source of inefficiencies in ALH schemes is the lack of congruency between the possibly fine grain hierarchy and the underlying multicast tree. Divergence of the two structures results in problems when children inadvertently join parents that are located downstream or are too far away, which results in an increase in recovery latency and network overhead. For example, in Figure 4.2 Rx6 is at the very bottom of the multicast delivery tree, but is inadequately a parent for the upstream Rx2, Rx7 and Rx8. RAH schemes do not suffer from these problems because they continuously track the multicast topology (although the cost varies among different schemes).

We have defined a set of metrics to evaluate the two schemes which represent the impact of the data recovery mechanism on the application and the network. These metrics are defined below; in section 4.2.4 we will present some examples of those metrics computed for different data recovery schemes.
• **Data recovery latency.** The recovery latency is defined as the ratio of the data recovery time observed by a receiver and the round-trip time from that receiver to the sender. A smaller value means that the receivers will wait shorter time to receive the missing data. For example, latency of 0.5 means that the time it will take for the receiver to recover the data is half of the round-trip time to the root/sender. The formula we use to compute the average data recovery latency across all receivers and across all links being lossy is:

\[
NormLat = \frac{\sum_{receivers(r)} \sum_{links(l)} \frac{Lat(r,l)}{RTT(r)}}{NumberOfLossRcvs \times NumberOfLinks}
\]

where \(Lat(r,l)\) is the receiver \(r\) latency when the packet loss is on link \(l\), \(RTT(r)\) is the round-trip time from receiver \(r\) to the root of the tree, \(NumberOfLossRcvs\) is the total number of receivers that have observed any loss, and \(NumberOfLinks\) is the total number of links in the topology.

In ALH schemes, sources of latency include longer recovery paths due to lack of congruency between the hierarchy and the multicast tree, and the latency due to multiple hops (parents). RAH schemes typically do not suffer from these problems because they (a) almost always recover from the nearest replier, and (b) have the capability of sending the multicast data to only one branch of the tree.

• **Receiver exposure.** The exposure is defined as the ratio of the extra amount of packets that have been received by a receiver (and eventually discarded), and the total number of packets sent by the sender. Ideally, this metric should be 0 (i.e., no extra packets are received and no extra processing by the receivers). The formula we
use to compute the average exposure across all receivers and across all links being lossy is:

\[ NormExp = \frac{\sum_{receivers(r)} \sum_{links(l)} Exposure(r, l)}{NumberOfExpRcps \times NumberOfLinks} \]

where \( Exposure(r, l) \) is the exposure for receiver \( r \) (in term of number of extra packets) when the packet loss is on link \( l \), \( NumberOfExpRcps \) is the total number of receivers that have observed any exposure, and \( NumberOfLinks \) is the total number of links in the topology.

ALH schemes suffer from exposure when more than half (but not all) children lose a packet which result into a local multicast. With RAH schemes the problem is limited to only few specific cases due to the ability to use subcast.

- **Data traffic network overhead.** The data traffic network overhead is defined as the ratio of the amount of used network resources because of the retransmitted multicast data (in term of total number of data packets sent over any link in the network), and the size of the subtree (in number of links) that did not receive the data. In the ideal case the data network overhead will be 1.0 (e.g., when the node right above the lossy link has the data and it will send a single multicast packet down the whole branch of the tree that did observe the loss). ALH schemes suffer from this overhead because of the inefficiency introduced by the unicast/multicast combination. The formula we use to compute the average data overhead across all lossy links is:

\[ NormDataOverhead = \frac{\sum_{links(l)} Data(l)}{NumberOfSubtree} \]
where $Data(l)$ is the total amount of data traffic that will be created when the packet loss is on link $l$, $Subtree(l)$ is the size of the subtree (in term of number of links) that did not receive the data, i.e., the subtree below (and including) link $l$, and $NumberOfLinks$ is the total number of links in the topology.

- **Control traffic network overhead.** Similar to the data traffic overhead, the control overhead is defined as the ratio of the amount of used network resources by the control packets (the NACKs), and the size of the subtree that did not receive the data. We consider ratio of 1.0 as optimal, even though this is not the theoretically lowest ratio. For example, if the node right above the lossy link was a replier, the control overhead will be 1.0 if there was exactly one NACK sent over each of the links of the subtree below the lossy link. ALH schemes may suffer more than RAH schemes because with ALH there is less opportunity to do NACK fusion. Similar to the data overhead, the formula we use to compute the average control overhead is:

$$NormControlOverhead = \frac{\sum_{\text{Links}(l)} Control(l)}{Subtree(l)}$$

where $Control(l)$ is the total amount of control traffic that will be generated in the network when the packet loss is on link $l$.

### 4.2.4 Examples of Measuring ALH and RAH Performance

The metrics we described in the previous section can be illustrated by the following examples. Consider first the ALH example in Figure 4.1. Five of the receivers will send NACKs to their parents, and the control overhead will be $\frac{15}{5} = 1.875$ (the size of the subtree that
did not receive the data is 8). The data overhead then will be $\frac{2+7}{8} = 1.25$. The data latency for receiver $Rx2$ will be 6 (the RTT to $Rx1$), but the latency for $Rx3$, $Rx4$, $Rx5$, $Rx6$ will be $-1 + 6 + 3 = 8$. If we assume that the sender is two hops away from $R1$, then the average data latency will be $\frac{6/8 + 4/8}{5} = 0.79$. The exposure in this particular example is 0. If the ALH data recovery hierarchy was not created efficiently, such as the hierarchy in Figure 4.2, then the latency, data and control overhead will be respectively 0.94, 1.375, and 2.375 (note that the latency for $Rx2$ is 12, because it is one hop closer to the sender than its parent). The exposure in this example is also 0.

If we look in the example for the RAH scheme in Figure 4.6 (enhanced LMS) which has the same setup of receivers and link loss as in the above example, the latency, data and control overhead, and exposure are respectively 0.79, 1.25, 1.625 and 0. On the contrary, if we used vanilla LMS (see Figure 4.3), the latency, data, and control overhead would be respectively 0.63, 1.125 and 1.625. However, the average receiver exposure in Figure 4.4 for each of the receivers that received extra packet ($Rx3$, $Rx4$, $Rx5$, $Rx6$) will be $\frac{4 \times (2-1)}{4} = 1.0$.

### 4.3 K-ary Tree Analyses of RAH and ALH

To get initial understanding of the scalability property of the ALH and RAH schemes, we apply some simple analyses on k-ary trees. In our analyses we assume that the root of the tree is the sender, and that a fraction of the leaf nodes are receivers. Thus, a k-ary tree of depth $L$ has between $k$ and $k^L$ receivers. The receiver set size is specified by a parameter $q$ $(1 \leq q \leq L)$, such that the fraction of leaf nodes that are receivers is $\frac{1}{k^q}$. For example,
Figure 4.7: Example of k-ary tree parameters.

Figure 4.7(a) has an example of a 3-ary tree with tree depth \( L = 3 \) and \( q = 1 \) (i.e., all leaf nodes are receivers). Figure 4.7(b) shows the same tree but with \( q = 2 \) (i.e., 1/3th of the leaf nodes are receivers). In case of ALH we assume that the recovery hierarchy is created such that each parent has \( k - 1 \) children. Given these assumptions, the same parent nodes for ALH are the repliers for RAH. For each of the schemes we assume a single link loss and compute the average (per link-loss across all links) for each of the metrics described in Section 4.2.3.

First we present the analytical results for the control overhead, and briefly describe the methodology used to derive them. Then we present the analytical results for data overhead, and for latency recovery. We do not analyze the receiver exposure metric because in this particular scenario by definition it is always zero for both RAH and ALH.

4.3.1 RAH and ALH control overhead analyses results

In the particular scenario of a k-ary tree with the receivers chosen among the leaf nodes, the RAH and ALH control overhead are the same by definition, therefore the results below are same for both methods.
To analyze the average control overhead, we need to compute the following: (a) if there is a packet loss on a link, what is the control overhead (in term of number of hops) to recover the packet; (b) what is the size of the subtree below (and including) the link where the loss has occurred, so we can compute the relative control overhead for that lossy link, and (c) what is the relative control overhead averaged among all links in the tree being lossy (one at a time).

First we can make the following observation. If we assume that all links at some particular level of the tree become lossy one-after-another, the sum of the control overhead for those links does not depend on the level of the tree the links belong to. For example, in case of the 3-ary tree in Figure 4.7(b) with only 1/3th of all leaf nodes as receivers, if all leaf links go down one-by-one, the control overhead sum in number of hops to reach a replier or a parent for the first three leftmost receivers would be: $2 \times 2 + 2 \times 2 + 3 \times 2 = 14$. The control overhead sum for the three receivers in the middle is same, but for the three rightmost receivers the control overhead sum is $2 \times 2 + 2 \times 2 + 3 = 11$. Therefore the sum among all nine receivers is $14 + 14 + 11 = 39$. If we consider the control overhead for the links right above the $L = 2$ nodes, then the total sum will be same, except that the subtree size below each lossy link is two instead of one. Similarly, if we consider the topmost three links, the control overhead sum if they are lossy (one at a time) will be same, except that each time there is a link loss, this will affect three receivers instead of one.

The control overhead sum can be computed by considering iteratively the size of the corresponding subtrees. Hence, if all links at some level are lossy one at a time, the control overhead sum is:
\[ ControlOverheadSum(1 \leq i \leq L) = \]
\[ = \sum_{i=1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) \times 2 \times (i + q - 1) \]
\[ = 2 \times \left( \frac{k^{L-q+1} - k}{k - 1} + q \times k^{i-q+1} \right) - L \quad (4.1) \]

where \( k \) is the tree fanout, \( L \) is the tree depth, and \( q \) defines the fraction of leaf nodes that are receivers according to the formula: \( \frac{1}{k^{2q}} \). This sum is same, regardless of the particular level of the lossy links.

To compute the relative control overhead, we need to compute the tree size below a lossy link. If the lossy links are located in level \( i \) (starting to count from the bottom of the tree), the subtree size depends on the value of \( i \) and can be expressed by the following two equations:

\[ SubtreeSize_{(1 \leq i \leq q)} = i \quad (4.2) \]

\[ SubtreeSize_{(q+1 \leq i \leq L)} = \]
\[ = \frac{k^{i-1-q+1} - 1}{k - 1} + q \times k^{i-q} \]
\[ = \frac{q \times k^{i-q+1} - (q - 1) \times k^{i-q} - 1}{k - 1} \quad (4.3) \]

Therefore, the relative control overhead sum across all links is:
\[
\sum_{\text{All Links}} \text{Relative Control Overhead} = \\
= \sum_{i=1}^{q} \frac{\text{ControlOverheadSum}(i)}{i} + \sum_{i=q+1}^{L} \frac{\text{ControlOverheadSum}(i) \cdot (k - 1)}{q \cdot k^{i-q+1} - (q - 1) \cdot k^{i-q} - 1} \quad (4.4)
\]

Finally, to obtain the average single-link relative control overhead, we need to divide the above sum by the total number of the lossy links (i.e., the links with downstream receivers):

\[
\text{Lossy Links Number} = \\
= \frac{k^{L+1} - (q - 1) - k}{k - 1} + (q - 1) \cdot k^{L-q+1} \\
= \frac{k^{L-q+1} \cdot (q \cdot k - q + 1) - k}{k - 1} \quad (4.5)
\]

![Graph showing average network control overhead](image)

Figure 4.8: RAH and ALH: average network control overhead.

Based on the above expressions, we can plot the results for different trees. Figure 4.8 shows the network control overhead for both RAH and ALH for binary and 4-ary trees of depth
\( L = 10 \) when we vary the fraction of the receiver nodes. The results for larger tree depth and fanout were similar.

### 4.3.2 RAH and ALH data overhead analyses results

Unlike the control overhead, there is difference between the data overhead for RAH and ALH. To compute the data overhead, we use a method similar to the computation of the control overhead described in Section 4.3.1.

#### 4.3.2.1 RAH data overhead analyses results

In case of RAH, if all links at level \( s \) \((s = 1 \text{ for leaf links})\) go down one-by-one, the sum of the data overhead is:

\[
DataOverheadSum(s, 1 \leq s \leq q)_{RAH} = \sum_{i=1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) * 2 * (i + q - 1) + L
\]

\[
= 2 * \frac{k^{L-q+1} - k}{k - 1} + 2 * q * k^{L-q+1} - L
\]

\[ (4.6) \]

\[
DataOverheadSum(s, q+1 \leq s \leq L)_{RAH} = \sum_{i=s-q+1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) * 2 * (i + q - 1) \]

\[
+ \sum_{i=1}^{s-q} k^{L-q+1-i} + (q - 1) * k^{L-q+1} + k^{L-s+1} * \sum_{i=1}^{s-q+1} (i + q - 1) + L
\]

\[
= 2 * k^{L-s+1} * \left( s + \frac{1}{k - 1} \right) - 2 * \frac{k}{k - 1} + \frac{k^{L-q+2} - k^{L-s+2}}{k - 1} + (q - 1) * k^{L-q+1} \]

\[
+ k^{L-s+1} * \frac{(s - q + 1) * (s + q - 2)}{L} - L
\]

\[ (4.7) \]
To compute the relative data overhead, we need to divide the absolute data overhead sum by the size of the affected subtree. Therefore, the sum of the relative data overhead when all links go down one-by-one is:

\[
\sum_{\text{AllLinks}} \text{RelativeDataOverhead}_{\text{RAH}} = \\
= \sum_{i=1}^{q} \frac{\text{DataOverheadSum}(i)}{i} + \sum_{i=q+1}^{L} \frac{\text{DataOverheadSum}(i) \times (k-1)}{k^{i-q-1} \times q - k^{i-q} \times (q-1) - 1}
\] (4.8)

Finally, to compute the average relative data overhead, we need to divide the above sum by the total number of links (see Equation 4.5).

4.3.2.2 ALH data overhead analyses results

In case of ALH, if all links at level \( s \) (\( s = 1 \) for leaf links) go down one-by-one, the sum of the data overhead is:

\[
\text{DataOverheadSum}(s, 1 \leq s \leq q)_{\text{ALH}} = \\
= \sum_{i=1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) \times 2 \times (i + q - 1) + L \\
= 2 \times \frac{k^{L-q+1} - k}{k-1} + 2 \times q \times k^{L-q+1} - L
\] (4.9)

\[
\text{DataOverheadSum}(s, q+1 \leq s \leq L)_{\text{ALH}} = \\
= \sum_{i=q+1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) \times 2 \times (i + q - 1) \\
+ \sum_{i=1}^{s-q} k^{L-q+1-i} \times ((k-1) \times (i + q - 1) + 1 + q - 1) + L =
\]
\[
\begin{align*}
&= k^{L-s+1} (q + s + \frac{2}{k-1}) - 2 \cdot \frac{k}{k-1} \\
&\quad + (k^{L-q+1} - k^{L-s+1}) \cdot (q + \frac{q+1}{k-1}) - L \quad (4.10)
\end{align*}
\]

To compute the relative data overhead, we need to divide the absolute data overhead by the size of the affected subtree. Therefore, the sum of the relative data overhead when all links go down one-by-one is:

\[
\sum_{\text{all links}} \frac{\text{RelativeDataOverhead}_{ALH}}{\text{DataOverheadSum}(i)} = \sum_{i=1}^{q} \frac{\text{DataOverheadSum}(i)}{k^{i-q+1} * (q - k^{i-q} * (q - 1) - 1)} + \sum_{i=q+1}^{L} \frac{\text{DataOverheadSum}(i)}{k^{L-q+1} * (q - k^{L-q} * (q - 1) - 1)} \quad (4.11)
\]

Finally, to compute the average relative data overhead, we need to divide the above sum by the total number of links (see Equation 4.5).

Figure 4.9: RAH and ALH: average network data overhead.
Similar to the results for the control overhead, we use the above equations to plot the results for binary and 4-ary trees of depth $L = 10$ (see Figure 4.9). First, we can notice that there is almost no difference between the RAH and ALH data overhead. Further, the results are very similar to the network control overhead (see Figure 4.8). The reason that the difference between RAH and ALH is very small is as follows. In this particular setup, the advantage of using RAH comes from the data retransmission method: in some cases a single RAH replier would use multicast to retransmit the data to all receivers within a subtree, while in case of ALH the retransmission would be a sequence of multicast retransmissions, one at each level of the hierarchy. However, only when the lossy link is close to the root of the tree, the number of sequential retransmissions can be on the order of $L$, and even then the extra latency would be relatively small. Therefore, on average the RAH advantage compared to ALH is very small. The reason that there is small difference between the network data overhead and network control overhead is because in most cases the data retransmission will be by unicast, and by definition the data overhead when we use unicast to retransmit the data is same as the control overhead.

### 4.3.3 RAH and ALH data recovery latency analyses results

The data recovery latency computation method is slightly different from the computation of the data and control overhead. First we compute the sum of the latencies when all links at some level $s$ go down one-by-one. After that we sum the latencies for all $1 \leq s \leq L$. Finally, we normalize the result by the round-trip time to the sender, and then we average across all links.
4.3.3.1 RAH data recovery latency analyses results

In case of RAH, if all links at level \( s \) (\( s = 1 \) for leaf links) go down one-by-one, the sum of the data recovery latency is:

\[
RecoveryLatencySum(s, 1 \leq s \leq q)_{RAH} = \\
= \sum_{i=1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) \cdot 4 \cdot (i - q + 1) + 2 \cdot L \\
= 4 \cdot k^{L-q+1} \cdot (q + 1 - \frac{1}{k-1}) - 4 \cdot \frac{k}{k-1} - 2 \cdot L 
\]

(4.12)

\[
RecoveryLatencySum(s, q + 1 \leq s \leq L)_{RAH} = \\
= \sum_{i=s-q+1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) \cdot 4 \cdot (i + q - 1) \\
+ \sum_{i=1}^{s-1-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) \cdot 2 \cdot (s - 1) \\
+ (k^{s-1-q+1} - 1) \cdot \sum_{i=s-q+1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) \cdot 4 \cdot (i + q - 1) \\
+ \sum_{i=1}^{s-1-q+1} (k^{i} - k^{i-1}) \cdot 2 \cdot L + 2 \cdot L \\
= 4 \cdot k^{L-q+1} \cdot (s + 1 - \frac{1}{k-1}) - 4 \cdot \frac{k^{s-q+1}}{k-1} - \frac{1}{k-1} \\
+ 2 \cdot (k^{L-q+1} - k^{L-s+1}) \cdot (s - \frac{k}{k-1}) \\
+ 2 \cdot (s - q) \cdot k^{L-s+1} - 2 \cdot L \cdot k^{s-q} 
\]

(4.13)

Therefore, the average relative data recovery latency is:

\[
AveRelativeRecoveryLatency_{RAH} = \frac{\sum_{s=1}^{L} RecoveryLatencySum(s)}{k^{L-q+1} \cdot L \cdot 2 \cdot L} 
\]

(4.14)
where \(k^{L-q+1}\) is the total number of receivers, \(L\) is the number of links that could affect a receiver, and \(2 \times L\) is the RTT to the sender (same for all receivers).

### 4.3.3.2 ALH data recovery latency analyses results

In case of ALH, if all links at level \(s\) (\(s = 1\) for leaf links) go down one-by-one, the sum of the data recovery latency is:

\[
\text{RecoverLatencySum}(s, 1 \leq s \leq q)_{ALH} = \sum_{i=1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) \times 4 \times (i - q + 1) + 2 \times L
\]

\[
= 4 \times k^{L-q+1} \times (q + \frac{1}{k-1}) - 4 \times \frac{k}{k-1} - 2 \times L \tag{4.15}
\]

\[
\text{RecoverLatencySum}(s, q + 1 \leq s \leq L)_{ALH} = \sum_{i=s-q+1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) \times 4 \times (i + q - 1)
\]

\[
+ \sum_{i=1}^{s-q} k^{L-q+1-i} \times (k - 1) \times 2 \times (i + q - 1)
\]

\[
+ (k^{s-1-q+1} - 1) \times \sum_{i=s-q+1}^{L-q+1} (k^{L-q+1-i+1} - k^{L-q+1-i}) \times 4 \times (i + q - 1)
\]

\[
+ \sum_{i=1}^{s-q} (k^i - k^{i-1}) \times 2 \times L + 2 \times L
\]

\[
= 4 \times k^{L-q+1} \times (s + \frac{1}{k-1}) - 4 \times k^{s-q+1} \times \frac{1}{k-1}
\]

\[
+ (k^{s-q} \times (k - 1) \times (s - q) \times (s + q - 1) - 2 \times L \times k^{s-q}) \tag{4.16}
\]
Therefore, the average relative data recovery latency is:

\[
\text{Ave Relative Recovery Latency}_{ALH} = \frac{\sum_{s=1}^{L} \text{Recovery Latency Sum(s)}}{k^{L-q+1} \times L \times 2 \times L}
\]  \hspace{1cm} (4.17)

where \(k^{L-q+1}\) is the total number of receivers, \(L\) is the number of links that could affect a receiver, and \(2 \times L\) is the RTT to the sender (same for all receivers).

![Average recovery latency vs RTT to sender (k-ary tree)](image)

**Figure 4.10:** RAH and ALH: average data recovery latency.

The results for the data recovery latency latency for binary and 4-ary trees of depth \(L = 10\) are in Figure 4.10. From those results we can see that, unlike data and control overhead, there is obvious difference between the RAH and ALH data recovery latency, and this difference increases logarithmically when we increase the number of receivers. On the other hand, the difference does not appear to be very large, and in the worst case the ALH latency is 50% larger (for \(k = 4\)). Even when we increased the tree depth to \(L = 20\), the ALH was within the order of two of the RAH latency. The reason that, unlike the data overhead, the difference between the RAH and ALH data recovery latency is notable
is that when we normalize the latency by the RTT, the result is much more sensitive to a single extra link-hop the retransmitted data may travel. On the other hand, the impact of that single extra link-hop when we compute the data overhead is much smaller when we normalize by the affected subtree size.

4.4 Simulation Results

The analytical results we presented in Section 4.3 apply only given the assumptions we have about the topology and the receivers setup, and may not be true in the general case. Some of the questions we want to answer through numerical simulations are:

- How RAH and ALH perform with real-world router-level topology and how do they compare to each other.

- How other topologies may impact the results.

- What is the impact of the hierarchy creation parameter for the ALH scheme.

- What would be the performance penalty for ALH if we did not use any heuristic to create the data recovery topology (i.e., if the hierarchy was randomly created).

First we will describe our simulation setup, and then will present and discuss the results.

4.4.1 Simulation Setup

In most of the simulations we used a router-level Internet-core topology of 54533 nodes [38]. To investigate the topology sensitivity, we used several other topologies: AS-level map [122, 12], Mbone [123], random graph, mesh, and tree. Some of the characteristics of all topologies are summarized in Table 4.1.
<table>
<thead>
<tr>
<th>Topology</th>
<th>Nodes</th>
<th>Links</th>
<th>Diam.</th>
<th>Ave. dist</th>
<th>Ave. fanout</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet core</td>
<td>54533</td>
<td>14619</td>
<td>23</td>
<td>7.6</td>
<td>5.4</td>
</tr>
<tr>
<td>Mbone</td>
<td>4179</td>
<td>8549</td>
<td>26</td>
<td>10.1</td>
<td>4.1</td>
</tr>
<tr>
<td>AS</td>
<td>4830</td>
<td>9077</td>
<td>11</td>
<td>3.7</td>
<td>3.8</td>
</tr>
<tr>
<td>Random</td>
<td>19596</td>
<td>40094</td>
<td>16</td>
<td>7.2</td>
<td>4.1</td>
</tr>
<tr>
<td>Mesh</td>
<td>54756</td>
<td>109044</td>
<td>466</td>
<td>156.0</td>
<td>4.0</td>
</tr>
<tr>
<td>K-ary tree (3-ary)</td>
<td>29524</td>
<td>29523</td>
<td>18</td>
<td>16.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 4.1: Metrics of used topologies.

We assumed a single-source multicast distribution tree with the source at the root of the tree. The receivers were placed according to the client placement methods described in Section 3.2.3: random, extreme affinity, extreme disaffinity, and extreme clustering. The number of the receives varied as a fraction of topology size between 0.0001 and 0.2 (i.e., 0.01% and 20% of all nodes). The default hierarchy creation parameter for the ALH scheme was 0.1, i.e., on average each parent had 9 children (1/0.1 - 1). Further, to prevent extremely uneven distribution of the children among the parents, the maximum number of children a parent may have at each level was set to $4 \times (1 / \text{frac}_{pc} - 1)$, where $\text{frac}_{pc}$ is the hierarchy creation parameter. Some of the results we present for ALH are both with the inter-receiver distance heuristic we described in Section 4.2.1, and without any heuristic (named ALH-heuristic and ALH-random respectively). In the second case, the set of parents selected at each level of the hierarchy is completely random, and then each child chooses randomly the parent to connect to. The results for ALH-random would eventually give us the worst-case ALH performance, i.e., when we do not have a good mechanism to create the recovery hierarchy. For each set of parameters we performed 50 simulations with

\[3\text{For the smaller topologies the smallest fraction was 0.0002 or 0.001, depending on the topology size.}\]
a different set of receivers.\textsuperscript{4} The results we present are averaged across all simulations, but we also present the 95% confidence interval (even though in most cases this interval is very small to be noticed).

For each scheme we measured the data recovery latency, exposure, data overhead, and control overhead across all links going down (one-by-one). For simplicity we assumed that all links have the same propagation latency, and that sending a single packet over any of the links creates the same overhead to the network. The measured results were averaged across all links.\textsuperscript{5} The metrics were computed using the expressions in Section 4.2.3.

As we mentioned in Section 4.1, we are not interested in investigating the particular protocols in details, but only in the underlaying schemes instead. For this reason we did not include in the basic schemes various protocol enhancements such as multiple LMS router state for routers with large fanout [88] that can help to reduce the control overhead.

In Section 4.4.2 we present the results for the Internet core topology with random receiver placement. In Section 4.4.3 we present the sensitivity results: ALH hierarchy organization sensitivity (Section 4.4.3.1), topology sensitivity (Section 4.4.3.2), and receiver placement sensitivity (Section 4.4.3.3).

4.4.2 RAH and ALH Simulation Results

Figure 4.11 shows the data recovery latency for RAH and ALH for the Internet core topology and random receiver placement (with and without the hierarchy creation heuristic). First, we can see that the results for RAH did match our analytical results. The fact that

\textsuperscript{4}We did some experiments with a larger number of receiver sets but in all simulations there was relatively small variation in the results.

\textsuperscript{5}We also experimented with weighting the results by the link loss probability which we assumed is proportional to the number of end-to-end shortest paths that use each link, but the results were similar.
the RAH latency decreases when the number of receivers increase can be explained by the simple observation that a larger number of receivers increases the probability that there is a closer replier that has received the data, and therefore the recovery latency will be shorter. Surprisingly, the ALH-heuristic results were very similar to the RAH results but did not match our analytical results. This can be explained by the fact that in the k-ary trees there is strict enforcement on the recovery hierarchy construction (i.e., a parent can only be a leaf node), while in real-world topologies our heuristic will quite likely choose for each child/receiver its parent node to be reasonably close on the shortest path to the root. It is quite likely that such node will be chosen as a replier in RAH, and therefore the results for both schemes are similar. On the other hand, it is less likely that in ALH-random the parent will be on the shortest path. Hence, when the number of receivers increase, the number of levels in the data recovery hierarchy which do not follow the shortest path between the sender and each receiver will increase as well, and therefore the receiver latency will be longer.

Figure 4.12 presents the results for the receiver exposure. The RAH exposure is always zero by the mechanism definition (true for a single link loss, but may not always be true if there were multiple link losses). The results for both ALH-heuristic and ALH-random are reasonably low. Surprisingly, ALH-heuristic performed worse than the ALH-random. The reason is that in ALH we can have exposure only if the parent uses multicast to send the data to its children. In our simulations the parent would use multicast only if at least 50% of the children did not receive the data. With ALH-heuristic there is larger probability for children locality, and therefore if any of them did not receive the data, there is larger
Figure 4.11: RAH and ALH (Internet core): average data recovery latency.

Figure 4.12: RAH and ALH (Internet core): average receiver exposure.
Figure 4.13: RAH and ALH (Internet core): average network data overhead.

Figure 4.14: RAH and ALH (Internet core): average network control overhead.
probability that at least 50% of its siblings did not receive it either (i.e., larger probability that the parent will use multicast).

Figure 4.13 and Figure 4.14 show the results for data and control overhead respectively. Here again the results for RAH and ALH-heuristic are very similar. However, while the RAH results match the analytical results, it is difficult to say the same thing for the ALH. Similar to the latency, the ALH-random results show that the overhead increases for a larger number of receivers, an artifact from the increased average depth of the data recovery tree.

We should note that for all simulation the data and the control overhead seemed to be almost identical. On closer examination, the RAH control overhead was approximately 5-10% higher than the data overhead. We can explain the reason for this small difference by the fact that there is extra control traffic only over the path between a router-turning point and its replier, a path that by definition is as short as possible for that router, therefore the control overhead is minimized. Indeed, this overhead can be up to $O(\text{RouterFanout})$, but in most cases it did not have a significant impact. For ALH the control overhead was even closer to the data overhead. The reason for this can be explained by the observation that the data overhead can be smaller only if the parent used multicast, but then the gain in some parts in the network may be reduced by the exposure in other parts.
4.4.3 Simulation Results Sensitivity

4.4.3.1 ALH Hierarchy Organization Sensitivity

Figure 4.15 shows the latency results for three different values of the hierarchy creation parameter $frac_{pc}$: 0.02, 0.1, and 0.4.\(^6\) Interestingly, this parameter had almost no impact on the latency (only for a very large number of receivers the results for larger parameter value were slightly better). We believe that the reason for this is as follows. The recovery tree depth would eventually be larger when there is a large number of receivers. However, when the number of receivers increase, there is a higher probability that a parent will be on the shortest path between a child and the root (or at least almost on the shortest path). Then, if all of the parents are on the shortest path, there is no extra latency regardless of the number of intermediate hops to the root.

![Average recovery latency vs. RTT to sender (rcvs random)](image)

Figure 4.15: ALH: latency sensitivity to hierarchy organization.

\(^6\)Note that for a very small number of receivers and a small parameter value the results are identical simply because the result is always a two-level hierarchy: the sender is the root and all receivers are its children.
Figure 4.16: ALH: exposure sensitivity to hierarchy organization.

The data and control overhead results (Figure 4.17 and Figure 4.18) do show however, that the overhead is more sensitive to the number of parents a child has to choose from. The higher sensitivity of the data and control overhead compared to the latency sensitivity can be explained by the fact that there is a large number of leaf links (i.e., when the size of the subtree that lost the data is 1), and in all those cases the overhead is much more sensitive to the distance to the parent that eventually has the data. On the contrary, the number of receivers that have very small round-trip time (the basic for comparing the latency), and therefore the distance to their parents may have a larger impact on the result, is much smaller.

From Figure 4.16 we can see that exposure increases when the number of potential parents is larger. The reason for the increase is because of the increased locality among all siblings, and therefore there is a larger probability the parent needs to use multicast to recover the data.
Figure 4.17: ALH: network data overhead sensitivity to hierarchy organization.

Figure 4.18: ALH: network control overhead sensitivity to hierarchy organization.
4.4.3.2 Network Topology Sensitivity

Figure 4.19, Figure 4.20, Figure 4.21, Figure 4.22, and Figure 4.23 show the average latency for AS, Mbone, random graph, mesh, and tree respectively. All results are with random receiver placement. If we compare those results with the Internet-core results (Figure 4.11), we can see that the results are similar. The only notable exception is the mesh where the difference between RAH and ALH-heuristic is much larger for a large number of receivers. We believe the reason for this is because the multicast distribution tree that is created is composed of long, skinny branches, an artifact of the particular routing in the mesh. Therefore, even small inaccuracy in the parent selection heuristic may have a large penalty in inefficiency.

![Average recovery latency vs. RTT to sender (rcvs random)](image)

Figure 4.19: RAH and ALH topology sensitivity (AS): average latency.

The results for the data and control overhead were qualitatively similar to the Internet core results, with the notable exception of mesh for which again ALH-heuristic performed
Figure 4.20: RAH and ALH topology sensitivity (Mbone): average latency.

notably worse compared to RAH for large number of receivers. The results for the receiver exposure for all topologies were qualitatively similar to the Internet core results.

4.4.3.3 Receiver Placement Sensitivity

Figure 4.24, Figure 4.25, and Figure 4.26 contain the results for network data overhead for the Internet core topology with extreme affinity, extreme disaffinity, and extreme clustering receiver placement respectively. If we compare those results with the random receiver placement (Figure 4.17), we can see that the extreme affinity and extreme disaffinity results are qualitatively similar to the random receiver placement results. Only in case of extreme clustering placement, the difference between RAH and ALH-heuristic can be on the order of four times and more. The results for the network control overhead were similar to the network data overhead results. The results for the data recovery latency and receiver exposure were similar across all receiver placement models.
Figure 4.21: RAH and ALH topology sensitivity (Random graph): average latency.

Figure 4.22: RAH and ALH topology sensitivity (Mesh): average latency.
Figure 4.23: RAH and ALH topology sensitivity (Tree): average latency.

Figure 4.24: RAH and ALH (Internet core, receiver affinity): average network data overhead.
Figure 4.25: RAH and ALH (Internet core, receiver disaffinity): average network data overhead.

Figure 4.26: RAH and ALH (Internet core, receiver clustering): average network data overhead.
The results for the other topologies were similar to the results with random receiver placement with the notable exception again of the extreme clustering receiver placement, even though for other topologies the difference between extreme clustering and random placement was smaller.

The results from our simulations did show that ALH schemes with a good hierarchy organization can perform within a constant factor of RAH schemes. Further, the ALH performance was not affected by the levels in the hierarchy, but primarily by the parent selection at each level of the hierarchy. The results were similar for all topologies (with the exception of the mesh topology in some cases).

4.5 Conclusions

In this chapter we have studied another problem that can be beneficial from using partial knowledge about the underlying network to improve performance. We analyze and compare the performance of two types for hierarchical reliable multicast data recovery: router-assisted and application-level. We have demonstrated that if the application-level hierarchy is created appropriately, the performance can be comparable to solutions that require the help of the intermediate routers. The difference can be within a factor of 2 or even lower. Further, we show that a heuristic based on the all-receivers end-to-end distances is sufficient to create such application-level hierarchy. The results are valid for a variety of topologies and receiver placement.
Chapter 5

Improving Protocol Performance with End-to-end

Mechanisms: Design-case for Application-Level Multicast

In this chapter we consider the problem of using end-to-end mechanisms to adapt the application-level virtual topology and communication pattern to the underlying network topology. We study tree construction and management for application-level multicast. First, we investigate the expected performance of application-level multicast in general. The results from that investigation show that typically the performance of application-level multicast is within a factor of two of the performance of network-layer multicast. Encouraged by those findings, we design and implement a set of adaptive algorithms for tree creation and management, within the framework of Yoid application-level multicast system [37]. By considering both data-loss and delivery latency, we can create application-level trees with reasonable performance. We evaluate the tree performance by both simulations and real-world experiments over the Internet. The results are robust for various topologies and participant placement, which demonstrates that it is possible to achieve reasonable results even if we use only end-to-end mechanisms to improve performance.
5.1 Topology Impact on Endsystem Multicast

Recently, some research efforts have proposed endsystem based multicast schemes [37, 51]. These approaches do not require network support for group communication. Rather, the endsystems (hosts) to which participants are attached conspire to set up a distribution tree comprised of point-to-point links between them. In both schemes, the endsystems continually refine the tree in order to improve the overall delivery latency and reduce network overhead. Endsystem multicast schemes are attractive because of their inherent deployability.

In this section, we study the impact of topology on the efficiency of endsystem multicast schemes. To our knowledge, ongoing research has not considered this issue. Our evaluation is meant to inform, but not resolve, the larger architectural debate about the relative merits of such schemes vis-a-vis network-layer multicast. To analyze the efficiency of endsystem multicast, we define two performance metrics, following [51]:

**Tree Stretch** is the ratio of links in the endsystem tree to that in a native multicast *shared* tree.

**Tree Stress** is the maximum number of endsystem tree links that traverse any physical link in the topology.

The stretch and stress metrics depend largely on the particulars of the tree construction methodology. Rather than attempt to faithfully model the methodologies proposed in [37, 51], we consider two simple heuristics. The first heuristic approximately models the initial tree construction procedure in [37, 51], and the second approximates the result of their continual tree refinement procedures.
**Closest Receiver** This simple heuristic adds new receivers in their join order. Each receiver is connected to the closest node already on the tree whose degree is smaller than some limit. In our evaluation, we choose a limit of 5.

**Minimum Spanning Tree** This assumes that all receivers are known in advance, as are the corresponding inter-receiver communication costs. Receivers are added to the distribution tree using a Minimum Spanning Tree (MST) algorithm.

First we describe the results for the closest receiver heuristic, and then for the MST heuristic.

The topologies we use for the evaluation are same as those described in Section 2.3. To compute stretch and stress, we first uniformly select a fraction of receivers in a given topology. We then order the receivers randomly and compute the endsystem tree according to the closest receiver heuristic. To compute the corresponding native multicast shared tree, we randomly select one of the receivers to be the source. We average the stretch and stress thus obtained across a variety of receiver orderings and choices of source. We repeat this steps for different receiver occupancies.

**5.1.1 Endsysteem Multicast with Closest Receiver Heuristic**

**5.1.1.1 Discussion of Tree Stretch Results**

Figure 5.1 plots the tree stretch as a function of occupancy. The canonical topologies exhibit two kinds of behavior (Figure 5.1(b)). First, in some topologies, the stretch is actually less than 1 at low (about 5%) occupancies. In this category fall the mesh and the random graph, because they, unlike the tree and the reduced mesh, have alternate paths.
between the receivers. Second, the mesh and the reduced mesh exhibit a dependency of the stretch on occupancy, while the other canonical topologies do not.

For all real topologies, the tree stretch is larger than 1 even at low occupancy (Figure 5.1(a)). Further, their stretch does not depend on the occupancy. In this sense, the stretch of all real topologies lies between a tree and a random graph. Finally, the stretch for all real topologies is less than 1.6, even given that we have a small, fixed limit on the degree of each node in the endsystem tree. In particular, it is interesting to note that the endsystem tree over the Internet core shows low stretch (approximately 1.4), regardless of occupancy. This is encouraging; endsystem multicast schemes are at least not completely unreasonable from an efficiency perspective.

Among the generated topologies, Tiers and Transit-Stub qualitatively match the behavior of the real topologies (Figure 5.1(c)). The same cannot be said of the Waxman network, which behaves more like a random graph.
Finally, although we do not present the results here, we considered a variant of the closest receiver heuristic without any limit on the degree of a endsystem tree node. The tree stretch using our heuristic is about 15% higher than that of this variant.

![Graphs showing tree stress for different topologies](image)

**Figure 5.2:** Endsystem tree stress for closest receiver heuristic.

### 5.1.1.2 Discussion of Tree Stress Results

Figure 5.2 plots endsystem tree stress as a function of occupancy. Beyond about 10% occupancy, all canonical topologies are insensitive to the occupancy (Figure 5.2(b)). However, while for the random graph and the mesh the stress is less than or equal to the node degree limit of 5, for the reduced mesh and the tree the stress is noticeably higher.

All real topologies have similar stress, which is close to the degree limit. Compared to the canonical topologies, this places them between a tree and a mesh (Figure 5.2(a)). Among the generated topologies, Tiers and Transit-stub, like the real topologies, are between the tree and the mesh, while Waxman is more closer to the random graph (Figure 5.2(c)).
5.1.2 Endsystem Multicast with Minimum Spanning Tree Heuristic

![Graphs showing tree stretch for different topologies](image)

(a) Real topologies  
(b) Canonical topologies  
(c) Generated topologies

Figure 5.3: Endsystem tree stretch for minimum spanning tree heuristic.

In Section 5.1.1 we presented the tree stretch and stress results for the closest receiver heuristic with limiting node degree heuristic. Here we describe the results for the Minimum Spanning Tree (MST) algorithm.

Figure 5.3 shows the tree stretch as a function of occupancy. At an occupancy of 1, the number of links in the MST is \( N - 1 \), as is that in the IP multicast tree. In the limit, then, stretch is 1. The mesh and random graph have stretch less than 1 at low occupancy such as mesh and random. On the other hand, the tree and the reduced mesh have stretch higher than one, as do the real topologies.

If we compare the MST stretch with the closest receiver tree stretch in Figure 5.1, we can see that for low occupancy (20% or less) the results are qualitatively the same (e.g., the topologies with low closest receiver tree stretch have also low MST stretch, and vice versa). Quantitatively, the closest receiver tree stretch is about 30% higher compared to the MST. For higher occupancy this difference increases. It is interesting to note that for all real
topologies the difference in stretch between the closest receiver and the MST heuristic for low occupancy is remarkably low (on the order of 20–30%).

Figure 5.4: Endsystem tree stress for minimum spanning tree heuristic.

Figure 5.4 plots the MST stress as a function of occupancy. All real topologies (Figure 5.4(a)) have very high stress, and this depends significantly on the occupancy. At first glance, it may seems that the real topologies are in the same category as the tree and the reduced mesh. However, after some more careful investigation, we found that in all cases the high stress of the real topologies was because of some node with very large node degree.\(^1\)

In summary, the MST stretch improvement over the closest receiver heuristic is relatively small for low occupancy, and is on the order of 20–30%. However, because for some real topologies the MST heuristic can induce high stress, this makes it impractical.

\(^1\)The highly overloaded link was between such node and some of its physical neighbor-receiver, because such neighbor is potentially closer to many other nodes, and therefore it will have much higher degree on the endsystem tree.
5.2 Introduction to Yoid Application-Level Multicast System

The recent interest in application-level multicast [51, 37, 90], or endsystem multicast [98] as it is sometimes known, is motivated by the disappointing delays encountered in deploying network-layer multicast [30]. Application-level multicast is an attractive and deployable alternative, because it requires no support from the underlying network. Rather, application software automatically creates an overlay distribution tree spanning all the participants of a multicast group and forwards application data over this tree. This software also adapts the distribution tree to participant dynamics (joins and leaves) and network failures.

We see these application-level systems as being medium-term alternatives, while IP multicast deployment issues are ironed out, for small group collaboration, and for medium-sized lecture style applications. More generally, as [37] argues, this kind of distribution applies not just to traditional multicast applications (like shared whiteboards, and audio and video conferencing), but also to most forms of content distribution. For example, one can imagine a Content Distribution Network’s replication network to be built upon such an overlay [14]. It might also be feasible to implement peer-to-peer file sharing systems on top of such overlays.

In this work, we discuss the design of networking mechanisms for one kind of application-layer multicast system called Yoid (Your Own Internet Distribution). We begin by briefly describing the Yoid architecture in the next few paragraphs.

Similar to IP multicast ([4, 33]), a rendezvous mechanism is an important part of the Yoid system. Participants in a Yoid group rendezvous through a shared logical label for the group. In IP multicast, the logical label is a globally unique IP address. In Yoid,
however, the logical label for a group syntactically resembles a URL and encodes the name of a rendezvous host, a port number that the rendezvous host is listening on, and the name of the group which is unique to the rendezvous host. Thus, a Yoid label of the form `yoid://foo.bar.org/wb:5555` denotes a Yoid group named `wb`, whose rendezvous host name is `foo.bar.org`, and that host is listening on port `5555`. Because group names need not be globally unique, Yoid does not require global coordination in group label assignment [66].

When a participating host (henceforth, a member) wishes to join a Yoid group, it contacts the rendezvous host (or simply, the rendezvous). From the rendezvous, it obtains its own node ID that is unique within that group, as well as a list of some (not necessarily all) current members. These are the host’s candidate-parents. The host then uses this list to graft itself, in a manner described later, to the tree topology that is used to distribute application content. The rendezvous is responsible for keeping its list of members current, by explicitly checking for their liveness. The rendezvous does not participate in application content forwarding. It, however, plays a key role in other functions, such as partition healing and group security; these are discussed more fully in [37]. This design of a centralized rendezvous host is an obvious impediment to scaling and robustness. The scaling drawbacks can be alleviated by carefully designing the rendezvous, as Yoid does, so that members only contact the rendezvous initially or from time to time, and the rendezvous only maintains state about a subset of the members. Dealing with robustness is slightly more complicated and described in [37]; we note, however, that failure of the rendezvous only affects the joining of new members, and does not impact the existing tree.
As alluded to earlier, Yoid essentially constructs a *shared-tree* overlay. Each node on this shared tree is an endsystem on which a group member resides, and each link is a tunnel between two members. Such shared-tree overlay construction is not the only way to achieve application-layer multicast. Another approach, which may be called *mesh-first*, has new members establish *mesh links* to several current members. Over this mesh, all members run a link-state or distance-vector routing protocol. Using this, members can conspire to construct distribution trees rooted at each source of data (*i.e.*, source-specific trees). This is the approach followed in [51].

Despite the superiority of source-specific trees over shared trees for IP multicast in term of source-destination data propagation latency and data traffic concentration, we contend that Yoid’s design choice of a shared-tree *overlay* is actually reasonable, even for latency and loss-sensitive applications like audio and video conferencing. First, source-specific application-level trees are very sensitive to actual member placement, and may need fairly sophisticated metric tweaking in order to work [17]. Given this, it isn’t immediately obvious that source-specific application-level trees are necessarily better than shared trees. Second, most commercial server-based H.323 conferencing systems [42] in use today are essentially shared trees. This is at least an existence proof that shared application-level trees are not a completely unreasonable design choice.

On the shared tree, application content is *flooded*. That is, each member receiving a frame of application data from a neighbor forwards a copy of this frame to each of its other on-tree neighbors. Yoid defines a fairly complete application-level protocol stack that allows the transport of application content over the tree. These protocols run over UDP or TCP and perform several functions. The Yoid Identification Protocol (YIDP) identifies
the group that a Yoid frame belongs to, and the sending members. Sitting on top of YIDP is the Yoid Distribution Protocol (YDP), which provides framing, push-back flow control between tree neighbors, and sequencing. These distribution protocols are not the focus of this work, but they are described in more details in [37].

This work explores mechanisms for constructing and maintaining the Yoid shared tree. How does the Yoid shared tree actually get built? The first member to join the group is designated by the rendezvous to be the root of the tree. Each subsequent joining member contacts the rendezvous and obtains a list of current members. The joining member then selects one of the current members to be its parent. The choice of parent can be dictated by performance considerations. For example, a member might choose the topologically closest current member as its parent, if this can be determined (e.g., based on heuristics such as IP address prefix). Clearly, the choice of parent crucially determines overall perceived performance; we will return to this subject later. A member is not responsible for finding children, although it may reject another member that requests to be its child. When a member loses connectivity to its parent, it attempts to contact other members in order to select a new parent. When the member switches parents, its relationship with its offspring is unaffected.

While this tree construction protocol is simple and requires little inter-member coordination, it presents two challenges.

First, this distributed tree construction is susceptible to loop formation (see Section 5.3.1 for an example). To deal with the possibility of loops caused by our simple, localized tree grafting algorithm, we do not use loop avoidance techniques. Intuitively, loop avoidance may require a priori knowledge of the overlay topology, or dissemination of
"routing" information. Yoid, however, starts off with a very simple method to graft nodes onto the overlay tree that doesn’t require running a routing protocol. In keeping with this design, we use a novel loop detection mechanism, together with a technique for fast loop termination (Section 5.3.1).

Second, the tree construction algorithm described above largely ignores issues of performance. In particular, because Yoid builds overlays using hosts, it can be susceptible to performance degradation that arise from poor choices of topology.

To take a concrete example, consider a host that is behind a limited capacity broadband connection (such as a DSL line). If this host’s fanout in a Yoid tree is $N$ (one parent and $N - 1$ children), it requires a bandwidth of $N \times R$ where $R$ is the application content data rate (e.g., an audio stream). If this bandwidth exceeds the capacity of the host’s connection to the network, it adversely affects the perceived performance at all hosts whose on-tree path to the source traverses this host. One obvious way to avoid this problem is to have a static fanout limit at each Yoid host. This approach is undesirable because it may require manually configuring the fanout based on a host’s network connection speed, and also because the available bandwidth can vary dynamically. Accordingly, Yoid dynamically refines the tree based on observed data losses. In Yoid, each host compares (see Section 5.3.2.2 for details) its loss fingerprints (the specific Yoid data frames lost within a fixed window), called lossprints later in the text, with those of its neighbors and, if the lossprints differ significantly, the host decides whether it should terminate the connections to some of its on-tree neighbors (for example, to reduce its own fanout, or to avoid lossy links). This kind of topology adaptation is unique to application-level infrastructures. It is also complementary to congestion control mechanisms that adapt the sending rate of the
audio streams to the capacity of the tree. We do not explore such mechanisms in this work, but they could, in principle be designed by combining ideas from RAP [101] together with some sort of push-back flow control [37].

To take another concrete example, consider a host behind a high latency network connection, such as a phone-line modem. If the tree construction algorithm results in this host being near the root of the tree, all hosts downstream of this host with respect to a given source will observe high latency data delivery. For real-time audio and video conferencing applications, clearly, this is a problem. Yoid deals with this kind of performance degradation by dynamic refinement as well. Specifically, Yoid hosts occasionally test new parents to see if they can consistently deliver Yoid data frames at significantly lower latency, then switch to these parents (Section 5.3.2.1).

Although we have described the latency and loss-rate refinement algorithms separately, they are intended to work together to balance reasonable latency performance with low loss-rate. We illustrate how these algorithms work together in our evaluations in Section 5.4.

In Section 5.4.1 we use simulation to validate the loop-detection algorithm. We also use simulation to verify, using a scenario-based approach, the design of the tree refinement algorithms. In addition, we have also implemented a Yoid library to which we have ported several applications including \texttt{ub} [57], \texttt{vic} [78], and \texttt{rat} [99]. We also present results from experiments with our implementation (Section 5.4.2).

The importance of our work lies in the context of emerging interest in self-configuring peer-to-peer distribution systems. In these systems, loop-free rapid topology repair and
adaptation to the physical topology will be recurring problems. This work is, to our knowledge, one of the first to explicitly consider these issues, and present simple, implementable distributed algorithms for these problems.

5.3 Tree Management Algorithms

In this section, we describe our designs for the two mechanisms necessitated by our tree-first approach to application-level overlay construction. We first describe our loop detection and fast termination techniques (Section 5.3.1). Then, in Section 5.3.2 we discuss our latency and loss-rate tree refinement techniques.

5.3.1 Loop-Detection Algorithm

Recall that Yoid’s tree construction algorithm is conceptually very simple. In Yoid, each node that wants to graft itself onto the tree issues a join request to an on-tree node. The latter node becomes its parent. A node that detects a failed parent uses the same mechanism to find a new parent. Finally, for reasons we describe later, Yoid nodes also use this mechanism to switch parents. In all cases, nodes select prospective parents based on information obtained from the rendezvous.

If each on-tree node maintains the list of Yoid nodes between the root of the tree and itself (a list which we call rootpath), there exists a simple loop avoidance technique: a node accepts a join request only if the originator of that request is not in the rootpath of that node. If the join is accepted, the parent node’s rootpath is sent to the new child. The child adds itself to the end of the rootpath it receives from its parent and forwards it to all of its children.
This simple join acceptance rule does not guarantee that there are no loops at all, but is sufficient to prevent most loops. However, if two or more nodes that are the roots of different subtrees select new parents at approximately the same time, this rule alone is insufficient to avoid a loop.

For example, consider the Yoid tree in Figure 5.5(a). If, for some reason, node $F$ joins $E$ as its new parent, and at the same time $H$ joins $F$ and $G$ joins $B$, then a loop involving nodes $EFHGB$ is formed (see Figure 5.5(b)). At the instant the nodes join new parents, the parents' rootpath may not indicate a loop, so the loop avoidance rule described above doesn't prevent this loop. However, a possible solution follows from the following observation. A switch to a new parent triggers the propagation of the new rootpath over the subtree rooted at that node, therefore if there is a loop the rootpath is propagated back to the same node that originated it. If a node receives a rootpath that already includes
that node inside, this clearly indicates the existence of a loop and forms the basis of Yoid’s loop detection rule.

Loop termination (i.e., breaking the loop after it is detected) is non-trivial, however. A simple mechanism to deal with loops would be for a node to switch immediately to a new parent after it detects a loop. For example, after $F$, $G$ and $H$ discover the loop, each of them them would disconnect from its parent ($E$, $B$ and $F$ respectively), and then would try to join toward a new parent. However, such actions could result in a significant transient tree reconfiguration activity. Such activity can result in degraded application performance, since Yoid frames might be dropped while tree links are in flux.\(^2\) Furthermore, there is no guarantee that the new configuration does not contain a loop, so this solution may result in increased tree convergence time.

We can improve the convergence if, instead of all nodes breaking the loop, only one of them is selected to break it. The difficult question, then, is how to have all nodes on the loop agree on which node terminates that loop, without introducing extra control messages or extra latency.

The solution we propose is to augment the rootpath with a small amount of additional per-hop information. Specifically, each node has associated with it a so-called switchstamp. The switchstamp is an integer that is initialized to zero for each node on startup, and is associated with that node’s ID in the rootpath messages. When a node receives the first rootpath message from a new parent, the switchstamp for that node is set to be greater than any of the switchstamps of the nodes in the new rootpath. In other words, the switchstamp

\(^2\)Yoid, being an application-level system, can reduce such data loss by buffering application content. However, depending on how these buffers are provisioned, such losses may still happen.
is never decremented,\textsuperscript{3} and is never modified by later rootpath messages coming from the same parent.

The switchstamp is used to help identify the node that should terminate the loop by selecting a new parent. Recall that from any rootpath message, each node can locally determine the IDs and the switchstamps of all nodes on the loop. If a node receives a rootpath containing a loop, the node compares the switchstamps of all other nodes with its own switchstamp, and if it has the largest one (with tie-breaking based on the largest host ID), then it selects itself as the loop terminator. Otherwise, the node forwards the rootpath down to its children, but does not accept new join requests until it receives a loop-free rootpath message from its parent, an indication that the loop has been resolved.

For example, Figure 5.5(a) shows the initial rootpaths with the switchstamps for some of the nodes on the tree. Figure 5.5(b) shows the loop that has been formed and the rootpaths that are sent right after $F$, $G$ and $H$ have attempted to switch to new parents simultaneously. The figures also show the internally stored rootpath information for those nodes. The hop-by-hop rootpaths propagation is illustrated in Figure 5.6(a), Figure 5.6(b), Figure 5.6(c), and Figure 5.6(d). Figure 5.6(e) shows what all rootpaths look like after the three messages originated by $F$, $G$ and $H$ have traversed the loop to reach $G$, $H$ and $F$ respectively. The switchstamps of $F$, $G$ and $H$ are the highest among all nodes on the loop therefore one of them has to break the loop. If we assume that based on the host IDs $H$ is the winner, then $H$ should terminate the loop by disconnecting from its current parent $F$, and should attempt to find another parent (not on the loop) from among

\textsuperscript{3}We assume that the switchstamp space is large enough that it never wraps around within the duration of a single Yoid session.
• : Rootpath update will be sent

(a) The new rootpaths are propagated one hop away.

(b) The new rootpaths are propagated two hops away.

(c) The new rootpaths are propagated three hops away.

(d) The new rootpaths are propagated four hops away.

(e) All nodes that switched to a new parent have discovered the loop.

(f) Final tree after loop termination (H breaks the loop by joining toward R).

Figure 5.6: Example of loop discovery and termination.
its set of candidate-parents. In the mean time \( G \) and \( F \) will forward their rootpaths down the loop so even if the rootpath message originated by \( G \) did not reach \( H \), then the one originated by \( H \) itself would reach \( H \).\(^4\) Finally, Figure 5.6(f) shows what the tree looks like after \( H \) has broken the loop and has joined the rest of the tree at node \( R \).

The pseudo-code of the algorithm is relatively simple and is included below.

**Loop detection algorithm pseudo-code**

```
// Algorithm for loop-detection
rootpath_recv(rootpath)
{
   // Check for loops
   loop_found = FALSE;
   FOREACH entry IN rootpath {
      IF my_id == entry.id {
         loop_found = TRUE;
         loop_start = entry.next;
         BREAK;
      }
   }
   IF loop_found {
      i_break_loop = TRUE;
      IF new_parent
```

\(^4\)In an earlier version of the algorithm, a rootpath was not forwarded if it contains a loop. However, when we tried to prove the algorithm correctness, we found that in some complicated scenarios this may create a deadlock, hence we had to fix the problem by modifying the rootpath forwarding rule.
GOTO loop_break;

// Compare switchstamps
FOREACH entry IN loop_start {
    IF my_sstamp < entry.sstamp
        || my_sstamp == entry.sstamp
            && my_addr < entry.addr {
            i_break_loop = FALSE;
            BREAK;
        }
    }
}

loop_break:
IF i_break_loop {
    // Join toward a new parent
    ...
    RETURN;
}

dont_accept_joins = TRUE;
GOTO send_rootpath;
}

// A loop-free rootpath
dont_accept_joins = FALSE;
// Set my switchstamp
IF new_parent {
    FOREACH entry IN rootpath {
        IF my_sstamp <= entry.sstamp
            my_sstamp = entry.sstamp + 1;

send_rootpath:
append(rootpath, me);
FOREACH child IN my_children
    send(child, rootpath);
}

The algorithm properties can be summarized by the following theorem.

**Loop Detection and Termination Theorem**

**Theorem 1.** If two or more nodes using the loop-detection algorithm described in Section 5.3.1 select simultaneously new parents such that a loop is formed, then one and only one of those nodes is implicitly elected to break the loop. The amount of time for that node to discover that it has to break the loop is no longer than the on-loop hop-by-hop Rootpath message propagation time.

**Proof.** A Rootpath message is forwarded by a node to its children as long as it does not contain a loop, or if this node is not the winner that should break the loop. Therefore, in the worst case the Rootpath message that was originated by the winner itself will come back to that node so the winner will initiate the loop break, and the latency is equal to the on-loop hop-by-hop Rootpath message propagation time. If there was a long-lasting network partitioning or other nodes on the loop switched to a new parent, the winner may not receive that Rootpath message; however, such events will effectively break the loop (e.g., by neighbor timeout in case of network partitioning).
If no on-loop node changed its parent after the loop was formed, then the winner on that loop remains the same node during the lifetime of the loop. Hence, the Rootpath messages propagation effectively synchronizes the rootpath information for all on-loop nodes, and only one of those nodes is recognized as a winner. If, due to membership dynamics, a node switches several times its parent, it may effectively increase its own switchstamp, therefore the absolute winner may change while the Rootpath messages are in transit. This change however will not result in several nodes declaring themselves as winners and initiating loop break. The reason for this is that even if a future winner node W forwarded first a Rootpath message by another on-loop node before originating its own Rootpath message, the first Rootpath message will effectively break the loop when received by some other node. Therefore, the Rootpath message from W cannot complete the loop traversing and therefore “declare” W a winner as well.\(^5\)

Finally, the reason that only a node that had switched a parent is elected to break the loop is because when a node switches to a new parent, the new switchstamp of that node is always larger than the switchstamps of the nodes above it (toward the root of the tree) that did not switch to a new parent. Therefore, a node that did not switch a parent will not have large enough switchstamp to become a winner to break the loop.

\[ \square \]

Obviously, loop termination could have been achieved in a simpler manner, \textit{e.g.}, by selecting the node with the highest ID. However, such algorithm does not have the following desirable property. Within a loop, nodes that did not initiate a switch to a new parent

\(^5\)The assumption here is that the Rootpath messages are not reordered while in transit from a parent to a child which can easily be achieved when we use reliable transport protocol such as TCP to transmit the control messages between any two nodes.
right before the loop was formed (i.e., nodes that did not “cause” the loop), should not be the ones to terminate the loop, if possible. This property is desirable because it does not impact long-lasting virtual links that have already adapted (using the refinement techniques discussed below) for good performance. The switchstamp-based node election attempts to more carefully select the node that terminates the loop.

5.3.2 Tree Refinement

Yoid’s tree construction algorithm allows nodes to graft themselves onto the application-level overlay simply by joining an existing tree node (the parent). Clearly, the choice of parent is oblivious to performance. As discussed in Section 5.2, this choice can lead to degraded trees—those that are susceptible to sustained data loss because a node’s tree fanout exceeds the available bandwidth, or those that experience high latency because nodes behind high-latency links are placed high up in the tree. Either of these scenarios can adversely impact application performance, particularly that of audio and video applications.

In keeping with its overall design, Yoid attempts to iteratively and adaptively refine its tree in an attempt to avoid such performance degradation. Specifically, Yoid’s approach relies on local observations of data loss and latency. If a node observes high loss or high latency, it unilaterally decides to correct the situation by switching parents. In this section we describe these tree refinement algorithms. Before we do so, it is worth emphasizing that our goal in tree refinement is not to optimize performance, but to avoid unacceptable scenarios that affect notably the performance. Our local refinement techniques are well
suited to this approach; optimizing tree performance might require running a routing algorithm over a richer overlay, as [51] does. Our sense, based on our experience with the Yoid software, is that avoiding unacceptable scenarios can get us a long way toward having reasonable levels of performance. It is also worth pointing out that there is some tension between loss-rate refinement, and latency refinement. For example, one can construct a tree with low loss-rate by ensuring a chain topology, but this has poor latency characteristics. Below we describe how we address these issues.

5.3.2.1 Latency Refinement Algorithm

![Diagram of Yoid tree with latency measurements](image)

- Initial Yoid tree:
  - S–R1 latency = 110ms
  - S–R1–R2 latency = 200ms

- R2 JOIN_MEASUREs to S:
  - Difference between S–R1–R2 and S–R2 latency = 160ms

- R2 switches to S:
  - S–R1 latency = 110ms
  - S–R2 latency = 40ms

Figure 5.7: Latency refinement algorithm: R2 measures the data frames latency difference between S and R1 and then switches to S.

The algorithm for avoiding latency degradation is relatively simple. Recall from Section 5.2 that each node obtains from the rendezvous a list of nodes which it can choose
as candidate parents. The list can be periodically updated by explicitly querying the rendezvous to obtain information about new members. Among the nodes on the candidate-parents list, each node selects a subset as active candidate-parents by opening a tentative Yoid link\textsuperscript{6} to each of them. Over a tentative link, an active candidate-parent forwards a sample (one in \(N\), where \(N\) is a tunable algorithm parameter) of data frames to the node. Then, the node timestamps the exact time when the frame arrives, but does not forward data frames received over tentative links. It also timestamps the same data frame when it arrives on the data distribution tree.\textsuperscript{7} If, averaged over some number of data frames,\textsuperscript{8} the latency difference between data frames received on the tree and data frames received from an active candidate-parent is above a certain threshold, the node switches to the new active candidate-parent. In addition, the node also disconnects from its worst active candidate-parent and tries to open a connection to another candidate-parent; this ensures that over time a node can explore many candidate-parents and will eventually find the most appropriate. Our approach is similar in spirit to the multicast join experiments for detecting congestion levels [79], and the sensor net reinforcement algorithms for finding the best performing path [54]. Because our focus is on avoiding degradation, and not optimizing performance, it is reasonable to expect that the node will converge quickly on a “good enough” parent. Indeed, our simulations bear this out.

\textsuperscript{6}These tentative links also allow Yoid to quickly recover from parent failures.

\textsuperscript{7}Each data frame has an unique (per sender) ID, therefore the IDs of the data frames that need to be timestamp can be computed from the pre-defined \(N\).

\textsuperscript{8}If there are several senders, the latency difference is averaged among them. One alternative is to try to optimize for the notably worst sender, but that solution may result in oscillations.
The algorithm can be understand better with an example. Figure 5.7 is an example of how the data delivery latency from $S$ to $R_2$ can be improved from 200ms (the Yoid tree on the left) to 40ms (the Yoid tree on the right) by avoiding the 80ms long-latency edge link.

The algorithm has several parameters, the settings of which determine its efficacy. The first is the latency difference threshold which determines whether an active candidate-parent is desirable. Because our goals is to avoid worst-case placements, such as tree links that cross transcontinental links twice, or tree links that span dialin lines, we choose a relatively large value for this threshold (50ms). This choice is in keeping with transcontinen
tental propagation delays of tens of milliseconds, and dialin line equalization latencies and scrambling/descrambling latencies of the same order. Two other parameters that affect how quickly nodes converge to acceptable latencies are the sampling rate of data frames over tentative links, the number of active candidate-parents, and the number of nodes for which a node can be an active candidate-parent. We choose 1-in-100, 5 and 5, respectively for these, based on our simulations. This choice limits the overhead of the algorithm to about 5% of overall data traffic.\(^9\)

Even though the algorithm is designed to eliminate the impact of single long-latency links, in practice it also reduces the depth of the tree by short-cutting a long chain of upstream nodes, therefore effectively reducing the average end-to-end latency as well.

### 5.3.2.2 Loss-rate Refinement Algorithm

The basic idea behind the loss-rate refinement algorithm is that each node monitors its data losses (based on the recently received data frame IDs), and if the losses are above

\(^9\)Strictly speaking, an active candidate-parent does not need to send the whole data frame, but only the sender ID and the data frame ID, therefore the overhead can be even lower.
a threshold, it joins toward a new parent (or forces a child node to find a new parent if the data is received via that child). However, this mechanism alone is insufficient, since it does not detect which link is responsible for the losses. Thus, a lossy link close to the sender may result in all downstream nodes trying to switch to new parents. Furthermore, if the problem was because of a congested edge link of a parent node with a large number of children, then all its children may try to switch to new parents, when it may suffice for only one or few of them to switch parents.

The solution we propose is for each node to coordinate with its neighbors in order to determine the location of the loss, and decide who should switch parents. To achieve this, each node periodically exchanges *lossprint* information with its neighbor. A lossprint specifies the number of data frames received within some window of data frame IDs. If high data losses are observed, the lossprint information is used to locate the lossy link.

If an upstream and a downstream nodes with respect to a particular sender both share similar losses, then the lossy link is very likely located closer to the sender. A notable exception is if there is a node with a large fanout: that node and its downstream nodes may share similar losses, but the problem is “between” them. Therefore, in Yoid, an upstream node collects and compares the lossprints from all of its downstream nodes, and if all of them have high losses, then one or several of the downstream nodes are “kicked-out” to reduce the upstream node fanout (unless there is information that the losses are indeed somewhere upstream). However, if there is only one downstream node with high data losses, *i.e.*, if the high losses are not shared among several downstream nodes, then very

---

10 Currently, the threshold for high data losses is 5%.
11 In case of bi-directional shared trees such as the one used by Yoid, the data from a sender can come from any neighbor.
likely the losses are because that particular downstream node has large fanout. Therefore, the disconnection of that node it temporary postponed, giving it some time to reduce its own fanout and to eliminate the losses. If the losses continue to be persistent, then the node is “kicked-out,” because quite likely the particular link to that node is lossy.

--- : Data flow
----- : Congested link
-- : Lossprint report

C, D and E observe data losses due to a link congestion.

Each node sends Lossprint messages to its upstream and downstream neighbors.

Figure 5.8: Loss-rate refinement algorithm: initial setup and lossprint messages origination.

The algorithm can be illustrated better with an example. Consider the setup in Figure 5.8 where S is the sender and the upstream node for of A, A is the upstream of B and C, and C is the upstream of D and E. If we assume that the edge link of C is a low-bandwidth link, then it may not be able to carry three times the data bandwidth (once from A to C, then from C to D and E respectively).

Due to the link congestion, C, D and E will all observe data losses. Therefore, when each of the nodes sends its lossprint to its upstream node and downstream nodes, A will learn that C observes high data losses, and C will learn that it shares similar losses with D and E. However, A will also learn that its second downstream node B does not share
C discovers that it shares similar losses with its downstreams D and E, but A postpones any action. After a while, C kicks-out E.

E rejoins the tree (e.g., from D), and no more losses because of C’s fanout.

Figure 5.9: Loss-rate refinement algorithm: C, D and E reorganize to reduce the load on the congested bottleneck link.

similar losses with C, therefore A will postpone taking the action of kicking-out C. In the mean time C will kick-out the downstream node with the worst losses (node E in this example). After E is disconnected from the tree, if it was a child of C, it must connect quickly back by selecting a new parent, otherwise C is the one that will have to find a new parent on the Yoid tree. After E chooses D as its new parent, the tree has converged and there are no more losses because of C’s large fanout (see Figure 5.9).

5.3.2.3 Discussion

Both tree refinement algorithms are data-triggered; in other words, if there is no active sender, the tree will not change. This has its advantages and disadvantages. On one hand, if the group is idle for long time, then there is no need to reorganize the tree, especially if
we want to minimize the amount of extra control traffic. On the other hand, if the tree has
undesired characteristics and if we wait for the senders to start sending data to improve it,
there is a transient period of poor performance until the tree adapts.

The tree refinement algorithms (latency and loss-rate) are independent of each other,
but because both of them are running at the same time we can consider them as two
forces that define the tree shape. The first force, the latency refinement algorithm tries to
improve the end-to-end latency by effectively reducing the tree depth. At the same time
the second force, the loss-rate refinement algorithm restricts the maximum fanout of the
nodes behind low bandwidth links. Thus, Yoid implicitly considers both metrics (latency
and throughput) in constructing the application-level overlay.

Finally, we should note that both the latency and the loss-rate refinement algorithms are
local, involving coordination only between a node and its neighbors. Therefore, because
our goal is avoidance of worst-case performance, there is a reasonable expectation that
these local algorithms will converge quickly. On the other hand, strictly speaking, the
loop termination algorithm is not local. For example, in the worst case, if all participants
create one single loop, then each of the participants would use information about all other
participants to decide whether it would be the node to break the loop. However, it is only
the information that is “global,” an artifact from the particular mechanism that is used.
Apart of that, the mechanism does not rely on any explicit global methods, therefore it is
reasonable to expect that it would not result in long convergence time. This is confirmed
by the performance results described in the next section.
5.4 Performance Results

In this section we describe the results of several experiments we conducted to validate the design of the tree management algorithms, and to understand the impact of various parameter settings. Our first set describes results from a Yoid simulator. Then, we report the results of Yoid experiments over the Internet.

5.4.1 Simulation Results

For our simulations we developed a packet-level simulator. The inputs to the simulator include the underlying network topology and the placement of the Yoid nodes. Each of the selected Yoid nodes is running the Yoid stack. All packets are handled by the topology routing engine. The engine forwards the packets hop-by-hop, and at each hop it considers the latency and the bandwidth of the topology link to propagate or queue the packets. There is also a simple queueing mechanism (FIFO) which tail-drops the packets if the queue is full. In all simulations the queue size is 1000 packets.

For most simulations we use a real-world router-level topology. The topology is same as the Internet core topology described in Section 3.3.2. However, after we select location of Yoid nodes in the topology, we add an extra leaf node to each location, and those extra nodes are the Yoid members. This step helps us simulate bottleneck edge links.

In all simulations we use constant-rate 9kbps traffic of packet size of 50 octets which approximately models the audio traffic generated by RAT [99] with low-end GSM encoding. In most cases we use 200 receivers placed at random.

In our simulations we consider two metrics. The average end-to-end latency is computed as the sum of the pre-configured latency on each link from all sender nodes to all receivers,
Figure 5.10: Simulation results: sender and 25% of receivers behind 40kbps/80ms links.
and then averaged across all senders and receivers. The worst-case data loss-rate represents
the largest loss seen at a receiver in a window of 10 seconds.

In most simulations we did not observe any loops. In some, however, we saw 1 or 2
loops formed per simulation run, and these were quickly resolved within the order of few
hundred milliseconds. We do not further discuss loop convergence.

In the following paragraphs, we discuss the performance of Yoid's tree refinement algo-
rithms across a wide variety of scenarios.

In the first simulation we test the Yoid performance with typical setup when a number
of members are behind bottleneck links. In this scenario, the edge links of 25% of all
Yoid nodes have bandwidth capacity of only 40kbps and link latency of 80ms. The rest
of the links in the topology have bandwidth capacity of 1Mbps and latency of 10ms. This
scenario is intended to model a Yoid group with many receivers behind low bandwidth and
high latency bottleneck links such as dial-up phone modems. Initially, all receivers join
the tree one-by-one with an interval of 1 second between them. Then, 300 seconds after
Figure 5.11: Simulation results: 25% of receivers are members for only 1000 seconds.

the last member joins the tree (500 seconds from the beginning of the simulation), that last member starts sending data. To stress the mechanisms further, the simulation is setup such that the sender is behind a bottleneck link as well.

The results for the average latency and worst-case data losses are in Figure 5.10(a) and Figure 5.10(b) respectively. The average latency results show that before the sender starts sending data at time 500, the average sender-to-receivers Yoid latency can be on the order of 10 times larger than the average unicast latency between sender and receivers. This difference is not a surprise, because basically the tree is created at random and latency refinement hasn’t had a chance to work. After the sender starts sending data, eventually both the latency and loss-rate refinement algorithms are triggered. Indeed, we can see a drastic drop in the Yoid average latency from 1000ms down to 260ms (compared to the 110ms unicast latency). After that the tree has almost converged, and there are few changes. During the rapid tree improvement the worst-case loss-rate for some nodes is close to 100% (Figure 5.10(b)), primarily due to transient packet losses when a large number of
members almost simultaneously select and switch to new parents. After that, most of the losses are negligible, and occur when a member selects a new parent to improve its data delivery latency. However, over time there were few occasional high losses as well (see the spikes at time 1400, 2500 and 3300 in Figure 5.10(b)). The reason is that typically the sender behind the bottleneck link would have the maximum number of on-tree neighbors that its bottleneck link can support. However, from time to time other members would try to select the sender as a parent, as determined by the latency refinement algorithm. When an extra child joins the sender, the bottleneck edge link of the sender becomes congested, and therefore its children observe high data losses. In that case, the loss-rate refinement algorithm is triggered, and the new child, being the one that has been for very short amount of time connected to the parent, is disconnected and forced to select a new parent. Here we should emphasize that usually the worst-case losses are observed by a fraction of the Yoid nodes; indeed, when we looked at the average losses, they were significantly lower; for example, the average loss-rate during the spikes of the worst-case losses are on the order of 5-10%. For this typical scenario, we conclude that the Yoid tree refinement algorithms work well to reduce the tree latency without affecting loss performance.

The second simulation setup is same as the first one except that after 1000 seconds 25% of the receivers start leaving the group, one-by-one with interval of 4 seconds between them. The results for the average latency and worst-case data losses are in Figure 5.11(a) and Figure 5.11(b) respectively. Soon after the members start leaving at time 1000, there are nodes that observe high losses due to the temporary tree partitioning. However, in most cases there are just few on-tree nodes that are affected by a node that has just left the group. Soon after all 50 nodes have left the tree (approximately 1200 seconds
Figure 5.12: Simulation results: two senders, 25% of receivers behind 40kbps/80ms links. From the beginning of the simulation, the worst-case losses become sporadic. Apart of the higher losses while members are leaving the group, the rest of the results are very similar to the previous simulation without member dynamics. Thus, Yoid’s refinement algorithm maintains tree performance (modulo transient losses which we can alleviate with application-level buffering, Section 5.2) across membership changes.

Finally, the third simulation setup is same as the first simulation (25% of receivers are behind 40kbps 80ms links), except that now there are two senders (the first and the last members) instead of one, and each of them is sending with bandwidth rate of 4500bps so the total bandwidth is same as in the first simulation with a single sender. The results for the average latency and worst-case data losses are in Figure 5.12(a) and Figure 5.12(b) respectively. When we have more than one sender, we can see that the average latency of the Yoid tree increases from 260ms to approximately 350ms, which is not unexpected, because now the data distribution tree has to be “balanced” among the senders. Another interesting observation is that with two senders, the spikes in the worst-case losses have been
reduced notably (compare Figure 5.10(b) with Figure 5.12(b)). One possible explanation for this is that fewer members would select one of the senders as their parent, because it is less likely that would improve their overall data propagation latency if we consider the second sender as well.

We actually performed several more simulations, whose results we summarize in the next few paragraphs.

To stress the loss-rate refinement algorithm, we use a setup similar to the first simulation, except that the selected bottleneck links have capacity of only 15kbps, but their latency is reduced to 10ms. Thus, a member behind a bottleneck link cannot have more than one on-tree neighbor without introducing significant losses. In this case, we observed that the average tree latency increased from 260ms to approximately 300ms, primarily due to the fewer choices there are to interconnect the members. However, the time duration length of the spikes with the data losses increased approximately twice and reached 100% losses (even for the average losses). The reason is that now the sender bottleneck link is much more fragile, and after it is congested, not only it will take longer to return to its non-congested state, but disturbing the single outgoing data flow from the sender will affect all members equally.

To stress the latency refinement algorithm, we increase the latency of the same edge links as in the previous simulation to 80ms, but at the same time we increase the link bandwidth to the default of 1Mbps. In that case the average latency was lower, on the order of 210ms, but the worst-case losses were much smaller (i.e., on the order of 10% right after the sender was activated, and no spikes were observed after that). The reason for
that is because we have much more flexibility about the number of children a parent node can have.

To test the sensitivity of the latency refinement algorithm to the latency improvement threshold, we use setup same as in the first simulation, except that the latency improvement threshold is 5ms instead of 50ms. Because 5ms is smaller than the latency of any single link, the expectation is that the average latency will improve and will become closer to the unicast average latency. However, it turned out that the results are very similar to the previous results with 50ms threshold. This suggests that the bandwidth limitation of the bottleneck links is the dominant factor in defining the shape of the data propagation tree.

On a smaller group of 28 members, the average Yoid tree latency was on the order of 180ms (versus 100ms for unicast), and there were almost no losses. Even during the rapid tree reconfiguration right after the sender was activated, the worst-case losses were below 5%. This result suggests that on smaller groups such as desktop conference meetings Yoid would perform much better than the results we have demonstrated with 200 members.

We tried other member placement as well—extreme affinity, extreme disaffinity, extreme clustering (see Section 3.2.3), and in all cases the results were similar to the results with random member placement. We tried also some other topologies—Mbone, AS, random graph, generated power-law graph,\textsuperscript{12} with various member placement. For all topologies, the results were qualitatively similar to the Internet-core results. This result suggests that Yoid tree management algorithms are robust for a variety of topology and member placement.

\textsuperscript{12}See Section 3.3.2 for some of their metrics.
5.4.2 Experimental Results

Figure 5.13: Latency refinement experiment topology.

To verify how the tree refinement algorithms work in practice, we created two real-world experiments over the Internet with our Yoid implementation. Our experiments validate the overall design, and show how our algorithms handle real world artifacts, such as abnormally configured unicast routing and asymmetric access links.

For the first experiment we explicitly setup a number of hosts in the Yoid tree topology shown in Figure 5.13(a), where S is the sender and the root of the tree, and all other hosts are receivers. Node S and A are on the same LAN on the South-West coast of the US, C is on the North-West coast, D and E are on the same LAN on the East coast of the US, and B is in the UK. Some of the ping-measured end-to-end latencies (computed as half of the round-trip time) are shown in the figure, including the latencies in both directions if they differ notably. Approximately one minute and a half after S began sending data at approximately 4kbps constant-rate (5 packets/s, 64 octets data payload), all of the nodes collected several samples from their active candidate-parents. We expected that only C would select A or S as its new parent, and no other tree changes would occur. Surprisingly, first E selected A as its new parent despite the fact that the average
improvement seemed to be below the 50ms threshold. A closer investigation suggested that the reason is probably the unusual underlying unicast routing (hosts B, D and E are part of the CAIRN experimental network [7]). First, the unicast paths from A to D and E are 9 hops, while the paths in the opposite directions are 15 and 16 hop respectively! Second, even though D and E are on the same LAN, their paths to A are different, and as a result there was notable difference in the latency: from D to A the round-trip time was 110ms, while from E to A it was 80ms. Therefore, asymmetric routing, as well as the different paths that are used may have resulted in larger difference in the one-way propagation latency from A to D and E than the difference we have estimated based on the round-trip time. Soon after E selected A as its parent, C selected A as its parent as well. Interestingly, soon after that D selected E as its new parent. After that no changes were observed, and the tree converged to the one shown in Figure 5.13 (b). Figure 5.14 shows how the data propagation latency\footnote{The propagation latency is computed based on the absolute time difference measured by the sending and receiving hosts, but despite that the hosts are running NTP [83], only the relative time difference change should be considered accurate.} from S to C changes over time (note the 130ms

Figure 5.14: Latency refinement experiment result.
latency improvement approximately 80 seconds after the sender was activated). During
the experiment, only one packet was lost by a member (D), probably because of switching
parents, but if the sending rate were higher we would expect greater packet loss.

For the loss-rate adaptation experiment we set up a Yoid tree similar to the one in
the example in Figure 5.8, where C is a host behind an ADSL link with bandwidth of
384+/128kbps downstream and upstream respectively. Initially, all nodes joined the group,
except E. After the sender began sending data at the rate of approximately 75kbps (80
packets/s), no notable losses were observed, and the propagation latency was on the order
of tens of milliseconds. However, after E joined the tree (it was explicitly configured to
select C as its parent), the ADSL link became congested, because the outgoing traffic was
higher than the upstream bandwidth capacity of the link. Figure 5.15(a) shows how the
data propagation latency observed by E quickly increased to approximately 14 seconds.\footnote{\textsuperscript{14}We wanted to test the loss-rate refinement algorithm only, therefore we explicitly disabled the latency
refinement algorithm; otherwise, E may have switched to a new parent with the help of the latency
refinement algorithm instead of the loss-rate refinement algorithm.}

Soon after that the link began to drop packets, and both D and E observed high losses.
Figure 5.15(b) shows the accumulated packet losses for $E$. Node $C$ itself did not observe any losses because the downstream and upstream bandwidth capacity are independent, therefore soon after $C$ received the lossprint control messages from $D$ and $E$ that indicated high losses, $C$ “kick-out” $E$, because both $D$ and $E$ had similarly high losses, but $E$ had been a child of $C$ for much shorter time. After $E$ was forced to find a new parent, it selected node $D$, and no significant losses were observed after that. The total amount of time between when $E$ joined the group and when it switched to a new parent to eliminate the losses was about 90 seconds. In some earlier experiments with a different ADSL line that had same bandwidth capacity, we observed that the line became congested much faster, and packets were dropped very soon. In this experiment, it seems that the router on the other side of the DSL link was queueing much more packets, therefore for more than 20 seconds $D$ and $E$ observed long propagation latency due to the large queue, but no losses. If the router was dropping the excess packets instead of queueing them for very long time, the amount of time for $E$ to switch to a new parent would have been shorter.

5.5 Conclusions

In this chapter we studied the problem of tree construction and management for application-level multicast. First, we studied the inefficiency of application-level multicast in general for a variety of topologies, and we found that in most cases the inefficiency can be within a factor of 2.5–3.0 compared to network-layer multicast.

\footnote{In fact, it was explicitly configured to select node $D$, so we could stress further the mechanism; otherwise, it may have selected some of the nodes closer to the sender.}
Encouraged by those results, we attempted to design practical mechanisms that can be used to achieve similar performance in reality. We designed, within the framework of Yoid application-level multicast system, a set of algorithms that can be used for rapid management of the application-level multicast data delivery tree, and for refining the tree characteristics in term of end-to-end propagation latency and data losses. The simulation results demonstrate that the end-to-end propagation latency indeed can within a factor of 2 of the unicast latency, and at the same time the losses due to bottleneck links can be minimized. The mechanisms we use are adaptive, and in our simulations we demonstrate that the performance is not impacted by the underlying topology or the placement of the participants. We also used real-world experiments to verify how those algorithms can work in practice. The tree management mechanisms are implemented and are used in Yoid application-level multicast system.

By this study, we demonstrate that if we use the appropriate end-to-end mechanisms, we can achieve reasonable performance, and if the mechanisms are adaptive, they can reduce the impact of the underlying topology or participant placement on the protocol performance.
Chapter 6

Related Work

6.1 Multicast Forwarding State Aggregation Related Work

Multicast forwarding state scalability is analyzed in greater details in [131] by taking into account receiver placement and membership interest. Various topologies (Tiers, Transit-Stub, Mbone and AS) are considered as well. One of their findings is that there is difference in state among the topologies, and one of the reasons for this is the difference in node-fanout distribution among topologies. Further, increasing network connectivity increases the amount of state in few core routers or domains, but reduces it everywhere else. This is the only work we are aware of that has studied the topology impact on multicast forwarding state aggregatability. Our study is complementary to theirs.

To our knowledge, leaky multicast forwarding entry aggregation has not been studied in the literature. However, several other forwarding table compaction approaches have either been implemented or considered in the literature. We discuss these now.

One alternative to aggregation is to only cache forwarding entries of currently active multicast groups. By active, we mean those groups for which a router received data in
the recent past. The cache entries are populated from a routing table held in slower, less expensive memory. However, this approach only works when there is sufficient traffic locality to maintain high cache hit ratio. As the number of concurrently active groups increases, the degree of traffic interleaving will grow, requiring a large cache to achieve good hit ratios. Conversely, because each cache miss results in slow path router forwarding, router performance can degrade with an increase in the number of groups.

A number of papers ([28] [126] [85] [67] [109]) describe software based solutions that use carefully chosen data structures to reduce the size of the unicast forwarding table such that it fits in on-chip caches. Accesses to such cache are fast, allowing very high-speed unicast packet forwarding even without expensive lookup hardware. These solutions are attractive because of their flexibility, but unfortunately they are limited by the capacity of the CPU cache. The number of unicast forwarding entries that can be stored in the CPU cache is on the order of 100,000. This is an order of magnitude or more smaller than the possible number of multicast forwarding entries.

A hybrid hardware/software approach is described in [40]. Using some simple additional hardware and a reasonable amount of cheap memory (33 MB of DRAM for IPv4), the lookup can be completed by using only 1-2 memory accesses (50-100 ns, i.e. 10-20 Gbps lookup bandwidth) to slower main memory. This type of solution can be used to store a much larger number of entries (several million entries), but may not be flexible enough to accommodate the expected size of multicast forwarding tables.

Study [118] is the first work we are aware of that addresses directly the problem of reducing the number of multicast forwarding entries. The basic idea is to dynamically establish tunnels that bypass the routers with fanout of only one outgoing interface for
a given group. To accomplish this, however, the multicast routing protocol needs to be modified, and there is the additional encapsulation/decapsulation overhead per data packet. Also, this solution is not beneficial if the fanout of the forwarding state is more than one. Nevertheless, this solution can be applied together with the leaky aggregation scheme we have studied.

The basic idea in REUNITE [111] is similar to [118]: bypass the routers with fanout on the multicast tree of only one outgoing interface by using unicast to the next downstream router that has more than one outgoing interfaces. The mechanism to unicast the packets is different and does not use dynamic tunneling.

Distributed Core Multicast (DCM) [6] proposes a mechanism to setup a number of core routers in each area at the edge of the backbone. The DCM routers act as backbone access point for sender inside their area, and outside receivers. A special protocol for receiver membership and data distribution is run among the DCM routers. This protocol eliminates the need for any non-DCM backbone router to perform multicast routing.

Study [116] proposes and analyzes a mechanism for per-interface state aggregation. The assumption is that the router multicast lookup is designed as “filters” on each interface. This design has the advantage that it can be fast and easy to implement on high-end routers that can have a separate CPU and lookup table on each interface, but its drawback is that it imposes a specific architectural choice. The state aggregatability is analyzed with different multicast address allocation schemes and receiver placement, but the impact of topology is not considered. Their results demonstrate that it is possible to achieve some aggregation, even though not dramatic, and qualitatively they match our entropy-based results.
6.2 Replica Placement Related Work

A number of papers have studied the impact of Web server replica or cache placement on performance. Note that some of the recently published papers are independent studies, but have notable similarity in problem formulation and final results. The replica or cache placement problem can be modeled after the center placement problem, a well-known problem in graph theory, and in particular two of its variations: the facility location problem, or the minimum K-median problem [22]. A number of approximate solutions have been proposed in the past [125], but they are either very computationally expensive, or are difficult to apply in practice.

Krishnan et al. [65] study the problem of placing transparent en-route network caches (TERCs), and in particular how various placement methods can be used to reduce the network traffic or the average access latency. Unlike our work where we assume the replicas can be placed anywhere in the network, their work restricts the caches to be only on the path between a client and the server. The topology-based evaluation is performed by using traceroute-collected Internet trees; other topologies are not considered.

Qiu et al. [95] consider the problem of placement strategies for Web server replicas within the context of CDNs that offer Web server hosting services. They propose several placement algorithms, including a simple greedy placement which we use in our work, and which is very similar to the greedy algorithm in [65]. They find that this greedy algorithm performs very well in practice (typically within a factor of 1.1–1.5 of the optimal solution). Further, its performance is relatively insensitive to imperfect input data such as client
locations and network topology information. However, this study does not consider node-
fanout based placement. Similar to our study, the evaluation metric is relative performance.
In their study they use random trees, random graph and AS topologies, and the results for
all topologies are qualitatively similar, which supports our thesis that for relative metrics
the topology impact is relatively small.

The study by Jamin et al. [60] is similar to [95]. Their work examines the impact of the
number of replicas on the performance of various replica placement methods. Their main
finding is that, regardless of the placement method, increasing the number of replicas is
effective in reducing client download time only for a very small number of replicas. In their
study they use power-law generated topologies, as well as Internet traces. They also discuss
an AS-level fanout-based placement, in which replicas are placed within ASs in decreasing
order of node degree on the AS topology. The results suggest that the AS-level fanout-
based placement can perform almost as well as the greedy placement. Our study on replica
placement is centered around this finding, and we try to verify it through more detailed
simulations by using router-level Internet topology, instead of only AS-level topology, and
by exploring in more details the impact of various replica and client placement methods.

6.3 Reliable Multicast Related Work

Previous work on reliable multicast that compares router assisted with non-assisted schemes
is [88]. However, the comparison there is limited in scope compared to our work. For
example, network overhead is not considered, and the used topologies are much smaller
(approximately 200 nodes) generated topologies, while in our study we use a variety of
topologies—canonical, generated and real-world, including a large (over 50K nodes) real
world router-level network topology. Moreover, in our work we have added analysis to complement our results.

We now briefly describe some of the latest proposals for reliable multicast and point out relations to our ALH and RAH schemes. While our list is not exhaustive, it covers a broad range of current proposals. We begin with the non-assisted schemes first.

SRM [36] employs two global mechanisms to limit the number of messages generated, namely duplicate suppression and back-off timers. In SRM, recovery messages (requests and replies) are multicast to the entire group; receivers listen for recovery messages from other receivers before sending their own, and suppress duplicates. Thus, SRM creates a virtual hierarchy on the fly every time there is loss in the group. However, lack of scoping means that requests and retransmissions generated by SRM will reach the entire group. Local recovery methods have been proposed for SRM [73], which bring SRM closer to our ALH scheme.

RMTP [72] is a typical example of a static hierarchical scheme which closely resembles our generic ALH scheme. The group is manually configured into Designated Receivers (DRs) and their children. DRs and their children form local groups. The source multicasts data to all receivers on the global group, but only the DRs return acknowledgments. Children unicast acknowledgments to their DRs, which schedule retransmissions using either unicast or local multicast depending on how many requests a DR has received. The Log-Based Receiver-reliable Multicast (LBRRM) [49] is another example of a static hierarchical scheme. LBRRM uses a primary logging server and a static hierarchy of secondary logging servers which log all transmitted data. Data is multicast from the source to all logging
servers and all receivers, but only the primary logging server sends acknowledgments. Receivers request lost data from the secondary loggers, and in turn the secondary loggers request lost data from the primary logger.

The Tree-based Multicast Transport Protocol (TMTP) [132] is another example of an ALH scheme, but it uses a dynamic hierarchy. In TMTP, new members discover parents using an expanding ring search. Each endpoint maintains the hop distance to its parent, and each parent maintains the hop distance to its farthest child. These values are used to set the TTL field on requests and replies to limit their scope. LGMP [48] is another hierarchical, subgroup-based protocol, where receivers dynamically organize themselves into subgroups by selecting a Group Controller to coordinate local retransmissions and process feedback messages. TRAM [16] is another dynamic tree-based protocol designed to support bulk data transfer. The tree formation and maintenance algorithms borrow from other schemes like TMTP, but TRAM has a richer tree management framework. TRAM supports member repair and monitoring, pruning of unsuitable members, and aggregation and propagation of protocol related information.

Moving to router-assisted schemes, Addressable Internet Multicast (AIM) [68] is a scheme that uses forwarding services that require routers to assign per-multicast group labels to all routers participating in that group. AIM uses these labels to send a request towards the source which get redirected to the nearest upstream member. If data is available, the NACK receiver responds with a retransmission which is also forwarded according to the router labels. AIM is very similar to our RAH scheme. Active Error Recovery (AER) [63] is another scheme that is very similar to our RAH scheme. In AER, each
router that has a repair server attached periodically announces its existence to the down-
stream routers and receivers, and serves as a retransmitter of the lost data on the subtree
below it, or collects and send NACKs upstream. OTERS [71], uses a modified version of
the mtrace [11] utility to build the hierarchy by incrementally identifying sub-roots using
back-tracing. For each subroot, OTERS selects a parent. Unlike our RAH scheme, OT-
ERS assumes the responsibility of discovering the topology and keeping track of changes
in the structure of the underlying multicast group. Similar to OTERS, Tracer [69] also
uses mtrace to allow each receiver to discover its path to the source. Once the path is
discovered, receivers advertise their paths to near-by receivers using expanding ring search.
Once receivers discover nearby receivers, they use the data from the traces and their loss
rate to select parents.

Finally, PGM [108], unlike the schemes described earlier, peeks into transport headers
to filter messages. NACKs create state at the routers which is used to suppress duplicate
NACKs and guide retransmissions to receivers that requested them. PGM creates a hier-
archy rooted at the source, but provision is made for suitable receivers to act as Designated
Local Retransmiters (DLRs) if desired.

6.4 Application Level Multicast Related Work

Recently, there has been significant research activity in application-level multicast archi-
tectures. Among these, Narada [51, 17] is architecturally the closest to Yoid, but its design
is very different. Yoid creates a single shared tree per session, while Narada creates multi-
ple, source-specific trees. The tree construction is different as well. In Yoid the “tree-first”
approach creates first the tree, and then the tree is gradually refined. In Narada the “mesh-first” approach creates first a virtual mesh among all participants, and then a distance-vector protocol with a dual latency-bandwidth metric creates the tree. The mechanisms for measuring the latency and bandwidth are also very different. Narada uses active probing to determine available network bandwidth, while Yoid passively measures data losses to locate bottleneck links; on the other hand, Narada measures the absolute latency of each link, while Yoid considers the latency difference between alternative solutions. The performance evaluation of Narada is done by using three different topology types: Waxman, AS, and backbone connectivity. The results for all topologies are similar, which supports our thesis that end-to-end mechanism can be adaptive to topology characteristics, among other factors. Other architectures differ significantly from Yoid. Overcast [61] is another end-system multicast architecture, but designed specifically for single-source reliable multicast services. The performance of the tree is carefully monitored, and the tree is reorganized when necessary. ALMI [90] (Application Level Multicast Infrastructure) is an example of an architecture that uses centralized mechanisms to manage the distribution tree. In that work the authors evaluate their scheme over Random graph and Transit-Stub generated topologies [8]. For both topologies the results are similar. This result, similar to our work, demonstrates that with the appropriate end-to-end mechanisms it is possible to achieve results that are well adaptive to various topologies. Banana Tree Protocol [47] is an end-host multicast protocol for distributed file sharing. Bayeux [136] uses hierarchical addressing and routing to achieve scalability and fault-tolerance. Unicast-based approach for building multicast services is used in [19] and [129] as well.
Tangentially related to Yoid are overlay networks. Scattercast [14] is an architecture that can be used to create an overlay of servers for broadcast services. The overlay trees are created using a protocol similar to Narada, but designed for better scalability. Resilient Overlay Networks [3] is a service for application-level routing that can be used to discover “short-cut” paths with better characteristics than the paths provided by the underlying unicast routing. The X-Bone [119] is designed for rapid, automated deployment and management of overlay networks. An architecture for self-organizing overlays is described in [58]. Within the context of ad-hoc networks, CEDAR [107] is a distributed algorithm to establish and maintain a self-organizing routing infrastructure.

Finally, peer-to-peer architectures for sharing files, music and other information have gained large popularity (e.g., Napster and Gnutella). These, together with peer-to-peer distributed hash tables [110, 100] are architectural cousins of Yoid.

6.5 Network Topology and Protocol Performance Related Work

One of the early works that consider multicast protocol performance by comparing shared with source-specific trees is [128]. The topologies used in the evaluation are the early ARPAnet topology, as well as some generated topologies using the Waxman model [127]. The evaluation shows that the results across all topologies are similar. The impact of topologies on multicast routing protocol performance is studied in [134]. Their results show that different topology generation methods and parameters may create topologies
with different metrics. However, the difference between topologies in term of multicast
protocol performance metrics is not significant, or virtually not existing.

A more recent work [92] examines the interesting suggestion made earlier [18] that
$L(m) \propto m^{0.8}$ where $m$ is the number of receivers, and $L(m)$ is the multicast tree size in
number of links. Through analyses and simulations over a range of topologies (real and
generated), they have found that this correlation exists for several topologies and for a va-
riety of receiver placement. Only when the topology reachability does not have exponential
property, this correlation is not so strong. This result is a good demonstration of when
a particular protocol performance metric does not depend on the particular topology, but
eventually is affected by a specific topology metric.

In recent years there has been notable interest in modeling network topologies. GT-
ITM [8] and Tiers [31] are two popular topology generators. However, more recently
they have been compared with real-world topologies and it has been suggested that the
topologies generated by GT-ITM and Tiers have different properties from the real-world
topologies [98].

The first work to suggest that real-world topologies have power-law characteristics is
[34]. One possible model that explains this observation is described in [5]. The factors
that contribute to the power-law characteristics of the topologies based on that model are
examined in [81]. Topology generators that create topologies with power-law characteristics
are described in [81, 1, 87, 62]. Power law topologies are examined more closely in [112],
and is suggested that degree-based generators produce better models of both AS-level
and router-level Internet graphs. Very recently, the power-law characteristics of real-world
Internet topologies (AS and router-level) have been re-examined and it has been suggested
that the topologies have power-law-like characteristics, but in fact are not exact power-law graphs [15].

In [98] network topology properties are investigated, including how topologies properties may affect the protocol performance. Our work originated from this one. Virtual topology constriction is considered in [133], a study that also originated from [98]. A number of virtual topology construction algorithms are studied for different topologies: random graph, tree, mesh, reduced mesh, Mbone and AS. The results show that for some metrics there is a notable performance difference for different topologies, but for other metrics the difference is small.
Chapter 7

Conclusions and Future Work

In the beginning of this thesis we asked the question if there is anything else beyond raw wire speed and router throughput that has impact on network performance. To find an answer, we considered the impact of network topology on protocol performance. In particular, (a) what is the impact of the underlying topology on protocol performance; (b) can we use partial knowledge about the underlying topology to improve performance, and (c) can we use end-to-end mechanisms to design protocols that are adaptive to the underlying network topology?

To answer those questions, we performed four case-studies. Below we summarize our findings for each of the studies.

7.1 Summary of Case Studies

Summary of multicast forwarding state aggregation case-study

We use a simple information-theoretical approach, the \textit{interface entropy} to estimate the lower bounds on the aggregatability. We look into different topologies and different receiver size set, and found that the aggregatability in fact depends significantly on the
topology: for some topologies we can aggregate the state with compression ratio on the order of 10 times or more if less than 5% of nodes are receivers. On the other hand, for other topologies the aggregation ratio is much lower and could be close to 1.0 (i.e., no aggregation is possible). Unfortunately, those aggregation ratios may not be sufficient or may be difficult to implement in practice to solve the problem. Therefore, we look into alternative solutions that can be used to achieve better aggregation, but at the expense of losing some information. One such solution that trades router memory for network bandwidth is described and evaluated.

Summary of Content Distribution Network replica placement case-study

The replica or placement problem can be modeled after the facility location problem, a well-known NP-complete problem in graph theory. Various approximation algorithms exist, but they are not practical because they assume detailed knowledge about the underlying network topology. Surprisingly, we found that a simple heuristic such as node fanout can be used to achieve results that are within a factor of 1.1–1.2 of existing approximation algorithms that usually perform within a factor of 1.1–1.5 of the optimal solution. Further, in most cases the fanout-based placement performance does not depend on client placement. However, those results are not universal: they apply for power-law and random graphs, but do not apply for topologies such as tree, mesh, and overlay networks such as Mbone [75].

Summary of hierarchical reliable multicast schemes case-study

We look into two classes of hierarchical schemes for reliable multicast: application-level and router-assisted. Our comparison shows that, surprisingly, the application-level schemes could have performance that is qualitatively comparable to router-assisted schemes, as long
as there is a good algorithm to create the application-level hierarchy. One such algorithm is based on the topology distance among all the participants. Further, the results are consistent for a variety of topologies and client placement.

Summary of application-level multicast case-study

First, we study the impact of various topologies on application-level multicast in general and we found that the inefficiency of application-level multicast is acceptable and, in case of overall network overhead for example, in most cases it is within a factor of 2.5–3.0 compared to network-layer multicast. Encouraged by those findings, we ask whether it is possible to have an application-level multicast system that can indeed achieve such level of performance. We design and implement a set of algorithms for endsystem tree management within the framework of an existing application-level multicast system named Yoid. Those algorithms use only end-to-end mechanisms to manage the overlay data distribution tree. Through simulations and real-world experiments we demonstrate that indeed it is possible to achieve reasonable level of performance.

7.2 Conclusions

Now it is time to return back to the three questions we asked in the beginning of this thesis and try to answer them with the help of the findings from each case-study.

1. What is the impact of the underlying topology on protocol performance? In other words, if the Internet topology were substantially different, should we expect similar performance?
In all of our case studies we considered various topologies for the protocol performance evaluation. In some cases we found that the topology has some impact on performance (multicast state aggregation and replica placement), but in others it had practically no impact (reliable multicast and application-level multicast). By considering the particular metrics in each of those studies, it seems that if we are considering absolute metrics, then the topology has impact; if the metrics are relative, then the impact is much smaller. On the other hand, the topology impact we observed was considerably smaller than we were expected. From those findings we cannot conclude that the topology impact on other metrics will be similar; rather, in many cases the topology factor could be ignored. A notable exception of a topology that constantly produces results that are significantly different from the other topologies is mesh. This observation can be used for stress-testing new protocols and algorithms. On the other hand, in some cases the random graphs had performance that was notably better compared to real-world topologies; therefore protocol evaluation based on random graphs may produce unrealistic results that are better than they would be in reality.

2. Can we use information about the underlying topology to improve protocol performance, and what gain can we expect?

In two of our studies (replica placement and reliable multicast) we considered using partial knowledge about the underlying topology. Surprisingly, small amount of carefully selected knowledge was sufficient to improve significantly the performance. In case of replica placement problem, selecting replica location based on node fanout
was sufficient to achieve very good performance, within a factor of 1.1–1.2 of much more complicated solutions. Similarly, if we carefully create an application-level multicast hierarchical scheme, its performance can be comparable to the performance of schemes that require router support. It turned-out that in our particular case, information about the end-to-end distance among all pairs of participants is sufficient to create a reasonably good hierarchy. The importance of this finding is that we can achieve reasonably good results even without the explicit support from the network, as long as we have the right mechanism. Indeed, this is what we confirm with our last case-study on application-level multicast, and also the answer of our last question.

3. *Can we use end-to-end mechanisms to design protocols that are adaptive to the underlying network topology?*

In our case-study on reliable multicast we demonstrated that in many cases the performance of application-level hierarchy can be comparable to the performance of router-assisted hierarchy that uses support from the network to improve performance. However, we did not design any algorithms that can be used to create such efficient application-level hierarchy. In our last case study on application-level multicast we wanted to demonstrate that it is possible to design practical mechanisms that are adaptive to the underlying network topology, and can be used to achieve performance comparable to topology-informed mechanisms. We considered the problem of application-level multicast distribution tree tree creation and management, and we designed a set of algorithms to ensure tree integrity and at the same time to gradually refine the tree performance. We demonstrated through simulations and real-world
Internet experiment that it is possible to achieve results that are typically within a factor of 2.5–3.0 of the optimal solution. The algorithms are adaptive and the result are consistent for various topologies and placement of participants. The particular set of algorithms was implemented and now is used by Yoid, an application-level multicast system.

7.3 Future Work

In this work we have studied four problems. Each of those problems itself can be a candidate for future research.

To improve the performance of the leaky multicast state aggregation, we may need to find stateless mechanisms for identifying high bandwidth data flows. Also, we may need to consider the macro-impact of leaky aggregation on the network, such as whether the leaks are primarily local or global.

The node-fanout based replica placement algorithm we studied is very simple, and reasonably efficient in most cases. However, it is not difficult to imagine some scenarios when such placement is not sufficient. In that case, we may need to apply a hybrid solution: e.g., apply first a node-fanout based placement, and then refine the solution with the help of other, more sophisticated algorithms.

In our case-study on reliable multicast we ignored the cost of collecting the information about the underlying topology, and the cost for maintaining the application-level data recovery hierarchy. Future research is needed to find a practical solution to the problem.

The fourth case study, application-level multicast, is a whole new area that can be studied further. For example, in our work we did not consider fault-tolerant issues and we
did not study scalability limitations. Another problem to consider could be to add support for alternative mechanisms for on-tree data delivery such as anycast or subcast.

Our study of topology impact on protocol performance is far from being completed. In fact, it is one of the initial steps toward understanding the mechanisms that may have impact on protocol performance. Our goal was to have some initial understanding of the problem, hence we used the case-study approach. Thus, we were able to concentrate on various specific details of the issues that may be essential.

The natural next step would be to generalize the problem, and to use more systematic approach in our study. For example, first we may want to classify the factors that may have directed impact on protocol performance (e.g., inter-participant distance, or any-to-any path-concentration). On the other hand, early in that stage we may want to ignore the factors that may not have notable impact, such as the routing (e.g., non-hierarchical vs hierarchical shortest-path). Then, we can try to relate, for example, the topology characteristics and participant placement method to the above factors. Such an approach would eventually give us more conclusive answers. However, without having the case-study results first, taking this approach instead may be much more challenging, and may be more error-prone. Further, there is no guarantee that the problem can indeed be generalized, so it is possible that we may end with analyzing a number of classes of applications. In that case, our case-study results could help to to classify the variety of problems we may have to analyze.

---

1 Topology metrics and protocol performance have been considered in an earlier work [8]. We believe that the answer is probably more complicated, especially because currently it is still not completely clear what the exact characteristics of real-world topologies are.
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Appendix A

Multicast Address Allocation

A.1 Introduction

Unlike unicast addresses which are assigned permanently by a central authority, IANA [52], the IPv4 multicast addresses (224.0.0.0–239.255.255.255 for total of $2^{28}$ or 270 million addresses) are not assigned using the same procedure. Some of the addresses in the multicast address space are designated as “link-wide” or “administratively-scoped,” other addresses are assigned for some particular applications, but a majority of the addresses are not pre-assigned.

One possible long-term impediment to the deployment of global multicast is a multicast address allocation strategy. Statically pre-allocating multicast addresses to domains may lead to poor utilization of the overall address space. Some have proposed circumventing the need for multicast address allocation by changing the multicast service model [50, 91]; discussion of these alternatives is beyond the scope of this work. We believe that it is at least plausible to consider the allocation strategy where multicast addresses are dynamically assigned to group initiators. A multicast address is used to uniquely identify a multicast
session, and if a multicast session is not in use (e.g., a one-time teleconference meeting session is over), its multicast address can be reused by another session. By carefully assigning the multicast addresses “on demand,” such that each address has a fixed lifetime, the addresses that are not in use can be re-allocated.

The work of IETF malloc [76] working group is focused on creating a multicast address allocation architecture that can manage and dynamically allocate the addresses. The malloc architecture [117] is modular and is separated into three layers: host-server, intra-domain server-server, and inter-domain address allocation (see Figure A.1). At the inter-domain level blocks of addresses are allocated among the domains (the Autonomous Systems), based on the needs of each domain. Within each domain, the addresses allocated to that domain by the inter-domain allocation layer are controlled and managed by a number of
servers. Whenever a host needs one or several multicast addresses to create a new multicast session, one of those servers is used to allocate the addresses to that host.

By separating the architecture into three layers we can use different mechanisms to address the particular problems we may have at different scale. For example, the host-server address allocation mechanisms can be designed to minimize the allocation latency, while the inter-domain address allocation mechanisms can be designed for better utilization of the multicast address space.

In this appendix we describe MASC, the Multicast Address-Set Claim Protocol that has been adopted by IETF malloc working group for inter-domain multicast address allocation. MASC is designed for robustness, scalability, address space availability, and efficient address space utilization. MADCAP, the host-server protocol in the malloc architecture, and AAP, the intra-domain server-server protocol are described in [46] and [44] respectively. The MASC protocol itself is specified in [97].

The rest of this appendix is organized as follows. In Section A.2 we describe MASC, including the claim-collide mechanism it uses, as well as some of the other algorithms. In Section A.3 we present and discuss the simulation results from evaluating MASC. Related work and conclusions are is in Section A.4 and Section A.5 respectively.

A.2 MASC Description

MASC is the protocol used by the multicast address allocation architecture [76] to dynamically allocate multicast addresses at the inter-domain level across Internet. It allocates a set of addresses to each domain. The amount of addresses allocated to a domain is based on the needs of that domain. The allocation is dynamic and has lifetime after which it
expires. The allocated addresses are used by the multicast address-allocation servers within that domain for allocation to the hosts that also belong to that domain.

In Section A.2.1 we begin with an overview of MASC and some of its requirements. In Section A.2.2 we describe the claim-collide mechanism used by MASC for address allocation. In Section A.2.3 we describe some of the algorithms that can be used with MASC to achieve efficient address allocation.

### A.2.1 MASC Overview

![MASC Association Diagram](image)

**Figure A.2:** MASC association of group ranges with AS’s.

MASC performs the following functions: (a) allocates sets of addresses to a MASC domain (typically, a MASC domain is congruent with an Autonomous System); (b) advertises those sets to the intra-domain multicast address allocation servers [44, 46], so addresses from those sets can be allocated to the end users/hosts, and, (c) injects the “prefix-domain” associations into the inter-domain routing protocol (e.g., BGP4+ [102]). These associations are used by inter-domain multicast routing protocols such as BGMP [115] to construct
Figure A.3: MASC topology example.
multicast data distribution trees. Each allocation has a fixed lifetime, and after the lifetime expires, the addresses can be reused by other domains.

MASC domains can be configured into a hierarchy (see Figure A.2). At each level in the hierarchy, siblings coordinate to allocate multicast address space that belongs to their common parent. The top-level domains in the hierarchy allocate addresses from the global multicast address space. A MASC domain can have a number of child domains. A child domain allocates addresses from its parent’s address space. To improve address availability, a MASC child domain can have more than one parent domains, and can allocate addresses from the address space of any of them (see Figure A.3). For robustness, each MASC domain can be associated with several MASC servers connected in a virtual mesh. The addresses allocated by the MASC servers within a domain are associated with that domain. If a domain has no children domains, all of its address space is used by the intra-domain allocation servers for allocation to the hosts within that domain, otherwise only a part of that space is used for internal allocation.

Some of the requirements for MASC are:

- Addresses should be allocated in an aggregatable manner, because the sets of addresses will be distributed for routing purpose, and scaling the routing information is essential.

- The allocation should be robust, and should not be affected by the network conditions. This requirement is the primary reason for MASC to use the claim-collide based mechanism described in Section A.2.2.
• The allocation latency for the MASC clients (the domain internal servers that use AAP [44] and MADCAP [46] to allocate addresses to hosts) should be nearly zero most of the time, so that clients are not subjected to the claim waiting time for every request for multicast addresses. Only if there is sudden and unusual increase of the demand for addresses, the allocation can be longer.

• Hierarchical allocation and prefix-based address allocation (see below) can result in poor resource utilization. Carefully performed bottom-up demand-driven allocation is required to achieve good utilization.

• Because clients cannot often correctly predict the duration of their multicast sessions, MASC must give clients a reasonable expectation that their allocation’s lifetime can be extended, if necessary.

The above requirements conflict with each other, and MASC needs to allocate addresses very carefully to satisfy all of them. Below we describe the mechanisms used by MASC to achieve the desired allocation.

### A.2.2 Claim-Collide Mechanism Description

In this section, we describe the *claim-collide* mechanism used by MASC for Internet-wide dynamic address allocation. First we describe the mechanism and how it is used in MASC, and then we present an example that justifies the waiting time used by the claim-collide mechanism.

In MASC, a server that uses the claim-collide mechanism (on behalf of a MASC domain) proposes to use some set of addresses by selecting a particular subset of the available
addresses of its parent space (or the global space for the top-level MASC domains), and then sends a claim to all other servers that may claim the same set of addresses. In particular, a claim from a child is sent to the parent, and then to all siblings of the originator of the claim. If no other server opposes the claim (i.e., there is no collision due to another server requesting the same set of addresses at the same time), the originator of the claim assumes that it has successfully allocated the claimed addresses.

Figure A.4 contains an example of the claim-collide mechanism used by MASC. When A wants to allocate more addresses, it selects an unused set of addresses from its parent space (224.x.x.x owned by C). Child A claims the selected set of addresses by sending a claim to its parent C. Parent C propagates the claim from A to the rest of its children, B, D, and E. After A originated the claim, it waits for sufficient amount of time (see below) and listens for conflicting claims by some of its siblings (B, D, and E). If no such claim is
received, *i.e.*, if there is no *collision*, then *A* assumes that it can use the set of addresses it has claimed. If a colliding claim is received, then *A* would eventually *back-off* by selecting a new set of addresses and initiate a new claim. After *A* has allocated a set of addresses, this set is announced to its own children (*F* in this particular example), and then those children can claim themselves.

The amount of time to wait after a claim should be sufficient enough such that there is time for a claim to propagate to all siblings that may claim the same set of addresses, and for a colliding claim, if any, to come back. Network partitions may prevent a claim from reaching all siblings, therefore the claim wait period should be sufficiently long enough to outlive potential network partitions. Because MASC is designed to be used in an environment with non-negligible probability for network partitioning, its claim period has the conservative value of 48 hours. In most cases it takes less than 24 hours for an Internet Service Provider to fix a network-related problem such as intra or inter-domain partitioning. Hence, waiting for 48 hours should be long enough to ensure the end-to-end claim propagation, and therefore the uniqueness of the allocation.

![Diagram of claim process](https://example.com/diagram.png)

**Figure A.5:** An example of collision detecting latency that takes $2 \times T_p$ time units.
The reason that the wait time after a claim (the *claim wait time*) is 48 hours, i.e., twice the worst amount of time it would typically take to fix a network partition, can be explained by the example in Figure A.5. If A sends a claim toward B, and if it takes up to $T_p$ time units to fix a partition, it can take up to $T_p$ for that claim to reach B (we assume that either A or the intermediate MASC nodes can detect a partition, and a claim is resent after the partition is healed). However, a claim originated by B can also take up to $T_p$ to reach A, therefore if there are two partitions in the network, one after another, it may take up to $2 \times T_p$ for A to receive a colliding claim from B. Obviously, there is no guarantee that a network partition will disappear within some period of time, but for practical reasons a conservative value of 24 hours would be reasonably sufficient.

An alternative solution to claim-collide would be to use *request-response* mechanism where allocation can be considered successful only after explicit acknowledges are received from all siblings. Indeed, if there is no network failure, request-response based allocation may be faster than a claim-collide based allocation. However, a sibling failure may block the allocation process, therefore robustness of allocation becomes a complicated issue. On contrary, claim-collide can be used to achieve better robustness by trading-off longer allocation latency, and by simplifying significantly the allocation mechanism.

### A.2.3 MASC Algorithms

A MASC server needs to use some local algorithms to carefully select the addresses to claim. By using such algorithms and by pre-allocating addresses, a server can reduce the collision probability (and therefore the allocation latency as well), and at the same time can maintain reasonable address space utilization.
To reduce the allocation latency, a MASC server can (a) use pre-allocation, and (b) avoid collisions. The basic idea behind pre-allocation is that a server claims resources in advance, so a client will not need to wait to obtain the resource. The pre-allocation strategy must, however, be carefully designed. If the server pre-allocates too many addresses without using them the address space utilization will be very low. If the server does not claim enough addresses in advance, many clients will still have to wait for long time.

One simple pre-allocation strategy that we discuss here attempts to keep ahead of client demand by dynamically tracking client request patterns. A MASC server constantly monitors the demand for addresses from its children (or intra-domain servers), and attempts to predict what would be the address usage after 48 hours, the MASC claim wait time. Only if the available addresses will be used up within 48 hours, the server claims more addresses in advance, so it would be prepared to meet the demand later.

Designing a pre-allocation strategy is not sufficient. Collisions can result in allocation failures and can increase significantly the latency. To reduce the probability for collisions, a server needs to keep state about addresses that are currently not in use. For reasons of scale, this state needs to be aggregatable. To reduce the amount of state, the addresses allocated by MASC are aggregated into prefixes (e.g., the set of all 256 addresses that start with 224.1.2 are described with address 224.1.2.0 and mask 0xfffff00, also noted as 224.1.2/24). Alternative solutions, such as using address ranges or non-contiguous masks are more complicated and may require changes to the routing protocols.

The first prefix a MASC server chooses is selected at random. If a server chooses to allocate another, smaller prefix, then, instead of doubling the size of the first one, a second "neighbor" prefix is chosen. For example, if prefix 224.0/16 was already allocated,
and the server needs 256 more addresses, the second prefix to claim will be 224.1.0/24. If it needs more addresses, the second prefix will eventually grow to 224.1/16, and then both prefixes can be automatically aggregated into 224.0/15. Only if 224.0.1/24 could not be allocated, a server will choose another prefix (eventually random among the unused prefixes). The particular prefix selection algorithm used in MASC is the so called reverse-bit expansion algorithm.¹ For example, if we had 3-bit address space, the addresses assigned in reverse-bit ordering are 000, 100, 010, 110, and so on. Therefore, if we had A, B, and C claiming/allocation one address at a time, the addresses allocated to each of them would look like:\(^2\)

3-bit space: xxx

A: 000
B: 100
A: 00x
B: 10x
C: 010
C: 01x

To increase the resource utilization, a prefix is implicitly returned to the parent after its lifetime expires. If the demand for addresses does not decrease, then a MASC server reclaims the prefixes it has allocated before their lifetime expires. If the demand for addresses decreases, the server implicitly returns the unused prefixes, or re-claims some smaller sub-prefixes. Also, because every prefix is a power of two, if a node tries to allocate just a

¹ Courtesy of Dave Thaler; inspired by Kampil [121].
² An alternative scheme called Cyclic Block Allocation is proposed in [74].
single prefix, the utilization at that node can be as low as 50%. To improve the utilization, a server can have more than one prefix allocated at a time (typically, each of them with different size).

If the number of allocated prefixes increases above some threshold, and none of them can be extended when more addresses are needed, then, to reduce the amount of state, a MASC server claims a new larger prefix and stops re-claiming the older non-expandable prefixes. This, obviously, increases the prefix flux. Similarly, if a server tries to keep the utilization at some very high level by allocating a large number of prefixes (each with different size), a smaller increase or decrease of the demand would result in allocating or “releasing” prefixes. A large number of allocated prefixes also creates additional fragmentation, hence a server should allocate just few prefixes.

Figure A.6 shows an example of how the addresses for allocation are selected. When the demand for addresses increases, the MASC server would try to add the new prefixes incrementally, by doubling and aggregating the address prefixes it already owns (see Figure A.6(a)). If the existing prefixes cannot be doubled in size, a MASC server may choose to select a new, large enough prefix that can accommodate the current demand. Then the server would gradually “move” older allocations to the new prefix by not renewing those older prefixes (see Figure A.6(b)), therefore effectively reducing the space fragmentation. Similarly, if the currently allocated address prefix is under-utilized, the MASC server may try to aggregate the used addresses by “moving” the fragments within a single block (see Figure A.6(c)).
Reducing fragmentation:

(a) Incremental increase

(b) Adaptive increase

(c) Adaptive decrease

Figure A.6: Increasing and decreasing the allocated addresses.
Finally, we should note that the same algorithms can be used in a hierarchy if the amount of state becomes a scalability issue, or if there are other reasons such as management or administrative control. In the hierarchy, the servers at the lower level of the hierarchy are clients of the servers at the higher level. In the next section we show through simulations how the allocation performs in a flat topology, and in a hierarchy.

### A.3 Simulation Results

Our primary goal was to evaluate the design of the claim-collide mechanism and the set of algorithms that are used in MASC. In our evaluation we were interested primarily in the allocation latency and address space utilization, and how robust the architecture is to network partitions. We also wanted to evaluate MASC in term of amount of state and state flux. As part of our evaluation we considered hierarchical allocation as well.

The simulator we used is based on our MASC implementation [96]. In fact, the MASC-specific part of the implementation was used without modification in the simulator.

#### A.3.1 Methodology

We evaluated three different allocation topologies: a flat topology, one in which servers form a two-level hierarchy, and one in which they form a three-level hierarchy. For simplicity, each child node had only one parent. We expect that, if nodes have more than one parent, the overall allocation latency would be less than the latency observed in our simulations. This is because a child would be more likely to acquire addresses from the least address-constrained parent. Because the allocation algorithms (see Section A.2.3) are applied independently with regard to each parent, the utilization at each child will be similar as if
it had only one parent. The flat topology had 100 nodes; the two-level hierarchy had 10 parent nodes and each parent had 10 children; the three-level hierarchy had 5 nodes at the top, each with 5 children, and each of those 25 children had 4 children on its own. Hence, all topologies had the same number of leaf nodes.

The same type address demand pattern for multicast addresses, parameterized by request size, request lifetime, and inter-request time, was applied to each leaf node. In the simulation runs we dynamically varied these parameters to simulate varying demand. Each request lifetime was fixed to 32 days and each request size had a fixed value that could change over time. The inter-request time was always a random value between 0 and twice the average inter-request time, which also changed over time. The parameters were changed according to Table A.1.

<table>
<thead>
<tr>
<th>Time (hours)</th>
<th>0</th>
<th>500</th>
<th>1000</th>
<th>1500</th>
<th>2000</th>
<th>5000</th>
<th>15000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request size</td>
<td>1024</td>
<td>1024</td>
<td>1024</td>
<td>2048</td>
<td>2048</td>
<td>1024</td>
<td>2048</td>
</tr>
<tr>
<td>Ave. inter-request time (hours)</td>
<td>32</td>
<td>24</td>
<td>16</td>
<td>32</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Lifetime (days)</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
</tr>
</tbody>
</table>

Table A.1: Demand parameters change over time.

We were interested primarily in the allocation latency among all MASC servers, and in the long term overall resource utilization (the amount of all addresses allocated to the clients vs. the amount of all addresses allocated by all servers). We also measured parameters such as the average number of prefixes allocated to a server, and the average number of prefix changes. The former defines the amount of state in the servers and the address space fragmentation; the latter defines the flux of the addresses allocated to the users, or the change in associated routing information. In our simulations we defined prefix change
as the allocation of a new prefix, or the expansion or shrinking (including complete release) of an already allocated prefix, hence the results are closer representation of the flux in the association of set of addresses with a MASC domain.

Figure A.7(a) shows the shape of the overall demand pattern. Because we wanted to stress the allocation, initially we started increasing the demand rapidly, later at time 5000 we suddenly decreased it by half, and finally at time 15000 we increased it twice. Finally, on average, every 5 hours, a random link would go down for 23 hours. Because a child node was connected by a single link to its parent, and all top-level nodes were connected in a star, a single link failure could partition the topology. By using a relatively high rate of link failures, and by using topology that is not robust against partitioning, we wanted to stress the robustness of the allocation mechanism, and wanted to investigate how network failures would affect the allocation latency.

In our simulations the address utilization target was 70-90% per node; the target number of prefixes was three prefixes per node. A higher utilization target could make the pre-allocation less efficient, and would increase the allocation latency. A higher target number of prefixes would increase the state per node; a lower target number would decrease the utilization per node, because, within each prefix there is a likelihood of a 50% internal fragmentation.
Figure A.7: Flat topology of 100 nodes.
A.3.2 Simulation Results

Figure A.7(b) shows the overall resource utilization for flat topology, two, and three level hierarchy. The long-term utilization in the flat topology is within the target of 70-90%. Obviously, each additional level in the hierarchy will multiplicatively decrease the utilization by 70-90%, hence the utilization for the two and three-level hierarchy is lower.

Figure A.7(c) shows the average allocation latency among all requests for the flat topology averaged with time window of 1 hour. The frequency distribution is shown in Figure A.7(d). Without pre-allocation we would expect that the allocation latency will always be 48 hours plus the time to resolve collisions. Because of pre-allocation however, most of the time the allocation latency is close to zero. Only when there was sudden change of the demand, the allocation latency was non-zero, simply because such changes are difficult to predict. One explanation is that the particular utilization targets we chose did not have enough slack to accommodate the surge in demand. We do expect that in practice the demand will gradually increase, and if there are such sudden changes of the demand, they would be triggered by predictable events (e.g., release of extremely popular multicast application). In that situation, the system administrators can take some actions in advance such as reducing the target utilization so the MASC servers will pre-allocate more addresses.

We should note that only during the startup the amount of collisions were significant such that the allocation latency of some requests was longer than 48 hours. This is primarily because of two factors. First, a network partition increases the collision discovery latency, hence it took longer to back-off and claim a new prefix. Second, when the nodes that had backed off claimed new, non-adjacent prefixes, they both used an identical, deterministic algorithm for this (the reverse-bit ordering algorithm described in A.2.3). As a result, they
selected the same prefix again. Small randomness should be used to significantly reduce the collision probability, and therefore the allocation latency.

The average allocation latency results for two and three-level hierarchy are shown in Figure A.8 and Figure A.9 respectively. It is not a surprise that the allocation latency is longer than the flat topology. If we ignore the collisions, we would expect that the allocation latency would be no longer than $\text{HierarchyDepth} \times 48\text{hours}$, hence for the two and three-level hierarchy it should be 96 and 144 hours respectively. Indeed, with few exceptions, this was the case. We visually observed that during the startup period, and at time 15000 in case of three-level hierarchy, there were few occasions of latency higher than expected. As in the flat topology, collisions were one of the reasons, but there were two more factors. First, if a child server needed to claim more addresses from its parent’s space, but the link to the parent was down, the child did not originate the claim before the link comes up; that added up to 23 hours to the allocation latency. The second reason applies only to the three-level (or any hierarchy with more than two levels) hierarchy. If a parent’s allocation is behind the demand, a child might send a claim-hint for more space to that parent. For simplicity of implementation, and to reduce the multi-level dependency, this hint had only one-time meaning to the parent. The parent immediately claimed more space based on that hint, but it might itself had to send a claim-hint to the upper level (level 1) server. However, after the level 1 server obtained and advertised more space to the level 2 servers, our parent could not immediately claim more space, unless it had received more claims from its children (including claim-hints). Hence, a leaf child server should periodically resend claim-hints to its parent, until the parent has enough space. In our simulations the leaf servers were sending the claim-hints once in 48 hours, hence this
additionally increased the allocation latency. Investigating the relationship between this frequency and the allocation latency is part of our future work.

Figure A.7(e) shows the average number of address prefixes per server for the flat topology. We can see that the number of prefixes is within our target of three prefixes per node. Figure A.7(f) shows the accumulative number of average prefix change per node. We do not have a hard-number target for the prefix changes, because this number depends primarily on the dynamics of the resource request demand pattern (in particular, a sudden increase of the demand). If we exclude the changes during the startup, we can compute that the average change of prefix was relatively low: on the order of one change in 50 days. The results for the two and three-level hierarchy were similar, except that the average number of changes at the leaf nodes were respectively two and three times higher.

The results of running the same set of simulations, but without links failures were similar, except that during largest contention for resource (during startup and at time 15000) was slightly shorter. This is primarily due to the smaller probability for collision.
We also run the same simulations using exponential and Pareto inter-request time distribution instead of uniform random distribution.\footnote{We should note that the inter-request time defines primarily the demand for addresses, and increasing or decreasing its average value is equivalent to increasing or decreasing the demand.} The results with exponential inter-request time distribution were similar to the results with uniform time distribution, except that the overall address utilization was a little bit lower, and the accumulated allocation latency was approximately 15-25% more. With Pareto distribution however, the overall address utilization was approximately up to 15% lower (e.g., for the three-level hierarchy the overall resource utilization was approximately 20%, compared to 35% with uniform inter-request time), and the accumulated allocation latency and the prefix flux were in some cases three times more. This is not a surprise, because the variation of Pareto is much larger, and it is much more difficult to predict such variations of the demand and allocate enough addresses in advance without compromising the address utilization.

In our simulations each request lifetime was fixed at 32 days. Because the allocation is completely demand driven, if the lifetime was longer, the servers would allocate the
resources for longer lifetime. Longer allocation lifetime however means that it will take longer to expire a prefix that is not in use. Hence, if the demand suddenly decreases (as in time 5000 in our simulations), it would take longer for the servers to “release” the unused resources, and therefore the utilization will be below the target for longer period of time. If each request lifetime was much shorter, then the unused addresses will be released sooner, and the utilization will not be compromised, but then the allocation is more sensitive to short-term demand variations, and the flux of the allocated addresses will be much larger.

A.4 Related Work

In [24] the authors classify distributed resource allocation mechanisms into two classes: pessimistic and optimistic approaches. If there is a network failure, the pessimistic approach simply prevents the servers from allocating resources. In contrast, the optimistic approach allows them to allocate resource even if some of the other servers are not reachable; the assumption is that conflicting allocation will be rare, but if it happens, it can be resolved after the partition heals. The claim-collide mechanism for address allocation we describe in this paper is in some sense a pessimistic approach. It assumes that if there is network partitioning, it is quite likely that immediate allocation will result in inconsistency. On the other hand, because a server does not expect explicit positive acknowledgments from the other servers, it has some similarity with the optimistic approaches.

The Mbone multicast session directory, sdr [43] is used to create and manage multicast sessions, and one of its functions is to allocate a multicast address to each session. It is the first architecture widely used over the Internet that allocates the multicast addresses

\footnote{sdr was based on \textit{sd} (Session Directory), written by Van Jacobson.}
without centralized authority and without explicit acknowledgment messages among the participants. Sdr also used a claim-collide mechanism, but it operates at the granularity of a single address and much shorter claim wait time. If the global address space utilization is low, then sdr can allocate addresses with high probability for uniqueness. Sdr however does not scale if the address space utilization is high, or if there is a large number of participants.

Announce-listen communication [13] is a paradigm for robust coordination using multicast. In Announce-Listen, the clients use multicast to announce their requests. The providers listen to these requests and to the responses of other providers, and take the appropriate actions such as granting or demanding tokens back from the clients. Claim-collide is an instance of announce-listen communication, to the extent that servers announce their intent to acquire resources (the multicast addresses), and other servers listen passively to claims, responding only to generate collisions when necessary.

A claim-collide based mechanism is used for link-local unicast address allocation [120]. Typically, a host that does not have configured IP address will use DHCP [32] to get one. If there is no DHCP server running, or if it is down, the host can choose an unicast address at random from some well known range, then use a claim-collide-like mechanism (ARP "probes") to ensure that the address is not used by other hosts on the same LAN. The allocated address then can be used to communicate with the range of that LAN. In this example claim-collide is preferred because of its simplicity (the hosts are their own servers), and because it does not need any external servers to operate.

A number of multicast routing protocols ([4, 33, 26, 115]) need to elect a single router-forwarder on shared LANs to avoid data duplication. A router sends an explicit "claim" message with metric and preference on a LAN. Other routers might also "claim" the right
to forward packets for same \textit{(source, group)} on that LAN. The router with best metric and preference is considered the winner; the rest of the routers “back off” by removing the interface to that LAN from the outgoing interfaces set on the particular forwarding state.

\section*{A.5 Conclusions}

Due to the scarcity of the IPv4 multicast addresses, it is desirable to use dynamic address allocation with explicit lifetime. The work of the IETF m allocate working group proposes one such architecture, composed of three-layer allocation scheme: host-server, intra-domain server-server and inter-domain address allocation.

In this Appendix we describe and evaluate MASC, the Multicast Address-Set Claim Protocol, that is used for inter-domain address allocation within m allocate. MASC uses several techniques to achieve robust and efficient address allocation. To avoid synchronization-related issues associated with explicit request-response mechanisms, MASC servers use claim-collide mechanism to allocate a set of addresses. The advantage of the claim-collide mechanism is that it is much simpler, and is more robust to network failures. However, this is achieved by trading-off longer allocation latency. To levigate the impact of longer allocation latency, MASC servers trace address demand and use pre-allocation. To improve the address utilization, and at the same time to reduce the amount of state and address fragmentation, MASC uses a combination of techniques such as prefix-based allocation, reverse-bit ordering selection algorithm, and multi-prefix allocation per domain.

We use simulations to demonstrate that MASC can perform reasonably well even with highly unpredictable demand for addresses. In our simulations we use flat MASC server topology, as well as two and three level hierarchy. The results show that MASC can perform
reasonably well, but increasing the levels of the hierarchy reduce the address utilization, therefore for practical purposes the hierarchy should be limited to two levels.

There are a number of multicast-related deployment issues that need to be solved [30] to achieve Internet-wide multicast, and multicast address allocation is one of them. On the other hand, each additional multicast-related protocol adds complexity to the system, which can be another deployment-related issue. More recently, a simple static multicast address prefix-allocation mechanism has been proposed for inter-domain address allocation [82], where the prefix of multicast addresses allocated to an AS is algorithmically derived from that AS number. Such mechanisms are very attractive because of their simplicity, but they limit the number of addresses that can be allocated to each domain. If the demand for multicast addresses is relatively small, then we could use AS number-derived allocation schemes, and we can avoid the complexity of inter-domain dynamic address allocation. If the demand for multicast addresses is significant, then we would need some dynamic allocation mechanism such as MASC. One possible solution is to use a combination of static and dynamic address allocation. For example, we can use MASC to manage some fraction of the address space, and the rest of the address space can be divided based on the AS numbers. Therefore, only domains that have larger demand for addresses would have to use MASC to obtain more multicast addresses. The rest of the domains would not be forced to deploy MASC if they do not need more multicast addresses. Thus, the complexity of dynamic inter-domain address allocation is added to the network only where it is needed.