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Abstract

The currentinternetinfrastructurehasvery few built-in
protectionmechanismandis thereforevulnerableto at-
tacksandfailures. In particular recenteventshave il-
lustratedthe Internets vulnerability to both denial of
service (DoS) attacksand flash crowds in which one
or morelinks in the network (or senersat the edgeof
the network) becomesererely congested.in both flash
crowds and DoS attacksthe congestionis not dueto a
singleflow, nor to a generalincreasan traffic, but to a
well-definedsubsetbf thetraffic —anaggregate Thispa-
perdiscussesnechanismsgor detectingandcontrolling
suchhigh bandwidthaggreyates.Our approachnvolves
bothalocal mechanisnior detectingandcontrollingan
aggr@ateat a singlerouter anda cooperatie pushbak
mechanismin which a router can ask adjacentrouters
to control an aggreate upstream. Thesemechanisms,
while certainlynot a panaceaprovide relief from flash
crowdsandflooding-styleDoS attacks.

1 Intr oduction

In the currentinternet,whenalink is persistentlyover
loadedall flows traversingthat link experiencesignifi-
cantlydegradedserviceover anextendedperiodof time.
Protectionmechanismghat could minimize the effects
of suchcongestiorwould greatlyincreasehereliability
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of the Internetinfrastructure. Persistenbverloadscan
arisefor several reasonsand eachrequiresa different
form of protection.

First, persistenbverloadscanresultfrom a singleflow
not usingend-to-enccongestiorcontrol andcontinuing
to transmitdespiteencountering high pacletdroprate.
Thereis a substantialiterature[DKS89, LM97, SSZ98
MFO0O0] on mechanismdo cope with suchill-behaved
flows (where by flow, we meana streanmof pacletsshar
ing IP sourceand destinationaddressesprotocolfield,
and sourceand destinationport numbers). Second,as
wasseenon the transatlantidinks afew yearsago,per
sistentoverloadscanalsobe dueto a generalexcessof
traffic [ILS99]. While betteractve queuemanagement
techniquegFJ93 maybeof someuse thereis little one
candoto protectinadequatelyrovisionedlinks.

However, even when all links are adequatelyprovi-

sioned,and all flows are using conformantend-to-end
congestioncontrol (or, equvalently all routers have

mechanismgo protectagainstill-behaved flows), per

sistentcongestiorcanstill occur Two examplesof this
aredenialof serviceattackg(DoS)andflashcrowds

DoS attacksoccurwhena large amountof traffic from
oneor morehostsis directedat someresourcenf thenet-
work (e.g., alink or awebsener). This artificially high
load deniesor severely degradesserviceto legitimate
usersf thatresource Thecurrentinternetinfrastructure
hasfew protectionmechanism#o dealwith suchDoSat-
tacks,andis particularlyvulnerableto distributeddenial
of serviceattacks(DD0S),in which the attackingtraffic
comedrom alargenumberof disparatesites.A seriesof
DoS attacksoccurredin February2000to considerable
mediaattention,resultingin higherpaclet lossratesin
theInternetfor severalhours[Gar0Q. DoSattackshave



alsobeendirectedagainstnetwork infrastructurerather
thanagainsindividual web seners[MVSO01].

Flashcrowds occurwhena large numberof userstry to
accesshesamesener simultaneouslyApartfrom over-
loading at the sener itself, the traffic from suchflash
crowdscanoverloadthenetwork links andtherebyinter-
ferewith other unrelateduserson the Internet. For ex-
ample,degradedinternetperformancewvas experienced
during a Victoria's Secretwebcast{Bor99] and during
the NASA Pathfindemission.

While theintentandthetriggeringmechanismarequite
different for DoS attacksand flash crowds, from the
network’s perspectie thesetwo casesare quite simi-
lar. The persistentcongestionis not due to a single
well-definedflow, nor is it due to an undiferentiated
overall increasein traffic. Instead,thereis a particu-
lar set of paclets causingthe overload, and theseof-
fending paclets — which we will call an aggregate —
arespreadacrossmary flows. Theresultingaggregate-
basedcongstioncannotbe controlledby conventional
perflow protectionmechanismsln this paperwe pro-
posecontrolmechanismhatwork onthegranularityof
aggrgates.TheseAggregate-base€ongestiorControl
(ACC) mechanismdall betweenthe traditional gran-
ularities of perflow control (which looks at individual
flows) and actve queuemanagemenfwhich doesnot
differentiatebetweerincomingpaclets).

More specifically anaggregateasacollectionof paclets
from oneor moreflows thathave somepropertyin com-

mon. This propertycould be arything from destination
or sourceaddresrefixesto a certainapplicationtype

(streamingvideo, for instance). Other examplesof ag-

gregatesare TCP SYN pacletsandICMP ECHO pack-
ets. An aggrgatecould be definedby a propertywhich

is very broad,suchas TCP traffic, or very narraw, such
asHTTP traffic goingto a specificdestination.

To reducethe impactof congestiorcausedoy suchag-
gregateswe proposeawo relatedACC mechanismsThe
first, local aggrgate-basedcongestioncontrol (Local
ACC), consistsof an identification algorithm usedto
identify the aggreyate (or aggrgates)causingthe con-
gestion,and a contiol algorithm that then reducesthe
traffic sentby this aggr@ateto a reasonabldevel. As

We note that the term “ACC” hasbeenusedin differentcon-
texts to denote“Active CongestionControl” and“ACK Congestion
Control”.

we will discusstherearemary situationsin which lo-
cal aggrgate-basedongestiorcontrolwould, by itself,
be quite effective in preventingaggreatesfrom signifi-
cantlydegradingthe servicedeliveredto othertraffic.

In somecaseshowever, it may be beneficialto control
the aggr@atecloserto its source(s). The secondACC
mechanismpushbak, allows a routerto requestadja-
centupstreanroutersto rate-limit traffic corresponding
to the specifiedaggrgates. Pushbackcan prevent up-
streambandwidthfrom beingwastedon pacletsthatare
only goingto bedroppedateronin thenetwork. In addi-
tion, for aDoSattack,if theattacktraffic is concentrated
atafew incominglinks upstreamthenpushbaclcanbe
effective in protectingothertraffic within the aggreate
from the attacktraffic.

ACC mechanismsre intendedto protectthe network
from persistentand severe congestiondue to rapid in-
creasesn traffic from oneor moreaggregates.We ervi-
sionthatthesemechanismsvould beinvokedrarely and
we emphasizeéhatthesemechanismarenot substitutes
for adequatelyrovisioninglinks or for end-to-enccon-
gestioncontrol. Nonethelessye believe thatintroduc-
ing control mechanismat this new level of granularity
—aggregates- mayprovide importantprotectionagainst
flashcrowvds,DoSattacks andotherformsof aggrejate-
basedcongestion.

The organizationof this paperis asfollows. Section2

gives an overview of ACC. In Section3 we describe
somerelatedwork doneto tackle the problemof DoS

attacksand flash crovds. Section4 describeghe lo-

cal componenbf ACC in moredetail. We discussthe
pushbackmechanismsn detail in Section5, followed

by somesimulationresultsin Section6. Section7 eval-

uategheadwantagesnddisadantage®f pushbackand
discussesf severalissuegelatedto ACC.

2 Overview of ACC

Thissectiongivesanovervien of ourtwo proposeddCC
mechanismsiocal ACC, in which a routerdealswith

sustainedaverloadby itself, andpushbackanextension
to Local ACC in which a router signalsother routers
upstrearnto control a particularaggreateon its behalf.
They arethenexploredin detailin §4 and§b.

We can think aboutan ACC mechanisnrunningin a
router (or possiblyin an attacheddevice) as consisting



of thefollowing sequencef decisions:

1. Am | seriouslycongested?

2. If so,canl identify anaggreateresponsibldor an
appreciablgortionof the congestion?

3. If so,to whatdegreedo | limit theaggrgate?Do |
alsoaskupstreanroutersto limit theaggrgate?

4. And if | decideto deal with it, whendo | stop?
Whendo | askupstreanroutersto stop?

Eachof thesequestionsequiresanalgorithmfor making
thedecision.Eachis alsoa naturalpointto inject policy
considerationsnto the decisionmaking. The spaceof
possiblepolicies (e.g., who to treat betterthan whom,
who to trust, what applicationsshouldget at mosthow
much bandwidth,how to perhapsncorporatepasthis-
tory) is very large,andwe do not attemptto exploreit in
thispaper Insteadwe assumeimplepoliciesin orderto
focusondevelopingandunderstandinghemechanisms.

To answerthe question‘am | seriouslycongested?bur
proposednechanisnperiodicallymonitorseachqueues
paclet drop rate to seeif it exceedsa (policy-specific)
threshold.A smalljitter will be appliedto the monitor
ing interval, bothto avoid synchronizatioreffects[FJ94
andto resistanattacler intenton predictingtheresponse
patternsof ACC in the presenc®f a DoS attack. Main-
taining somelongertime history of the paclet droprate
could help to detectthe intermittentperiodsof heavy
congestiorthatcouldresultfrom DoS attacks.

Whenseriouscongestions detectedtherouterattempts
to identify the aggrgate(s)responsibleor the conges-
tion. Identifying the offending aggreate(s)is a tricky
problemto solve in a generalfashion,for threereasons.
First, the overload may be chronic, due to an under
engineerechetwork, or unavoidable,e.g. asa shift in
load causedyy routingaroundafiber cut. Theseleadto
undiferentiatedcongestionnotdominatedy ary partic-
ular aggrgyate. Secondtherearemary possibledimen-
sionsin which traffic might clusterto form aggreates:
by sourceor destinationaddresge.g.,a flashcrowd at-
temptingto access particularsener, or its repliesback
to them),addresprefix (afloodingattacktargetinga site
or a particularnetwork link), or a specificapplication
type (avirulentwormthatpropagateby email,inadwer-
tently overwhelmingothertraffic). Third, if theconges-
tion is dueto a DoS attack,the attacler may vary their

traffic asmuchpossibleto complicatetherouters detec-
tion of high-bandwidthaggrejates.

We proposethat routersidentify aggrejatesby apply-
ing clusteringto a sampleof their high volume traffic,

whichthey canattainby samplingdropsfrom arandom-
ized discardmechanisnsuchas RED [FJ93. We dis-
cussthe specificsof a possibleclusteringalgorithmin

Section4.1. Notethatif theclusteringalgorithmfails to

find a narrawvly definedaggregate,we concludethatthe
congestions undifferentiatedandtake no action.

Thatthe high bandwidthaggrgyatesarein factresponsi-
blefor congestiors anassumptiomn ourschemeThere
arelinks in the network thataredominatedby a partic-
ular aggreate(s),in the normalcase. The ISP canuse
policy if it wantsto protectsuchaggrgatesresultingin
ACC mechanismsooking for otheraggreatesor rate-
limit thesehigh bandwidthaggregatesonly when they
exceedtheir policy definedimits. A possibilitywe have
not exploredyetis theuseof historyfor identification.

Analogousto attack signaturefor describingvarious
formsof maliciousactvities, we usethetermcongestion
signatue to denotethe aggreate(s)identified as caus-
ing congestion. It is importantto note that when con-
structingcongestiorsignaturesthe routerdoesnot need
to malke arny assumptiongsboutthe maliciousor benign
natureof the underlyingaggregate (which may not be
possiblein thefaceof adeterminedattacler). If thecon-
gestionsignatureis too broad,suchthatit encompasses
additionaltraffic beyondthatin thetrue high-bandwidth
aggrgate, then we refer to the signatureas incurring
collateral damaye. In this case,restricting the band-
width of theidentifiedaggrgatecanincreasdhealready
high pacletdroprateseerby thelegitimatetraffic within

theaggregate,while easingthe burdenon the legitimate
traffic thatdid not fall within the aggreate. Narroving

the congestiorsignatureandthusminimizing collateral
damageis oneof thegoalsof our approach.

We now turnto the questiorof to whatdegreetherouter
shouldlimit anaggrgates rate,andthe mechanismnby
whichit doesso. We amguethatthereis nouseful,policy-
free equvalentto max-minfairnesswhenappliedto ag-
gregatesno onewouldrecommendor best-efort traffic
that we give eachdestinationprefix or applicationtype
an equalshareof the bandwidthin a time of high con-
gestion. Instead,the goal is to rate-limit the identified
aggrgatesuficiently to protectthe othertraffic on the



link from the congestiorcausedy the aggreyate.Here,
“sufficiently” is chosensuchthat, for all the aggrgates
we are currently rate-limiting, we restrictthem so that
theirtotal arrival rateplusthatof othertraffic arriving at
the queuemaintainsan ambientdrop ratein the output
gueueof at mostthe configuredamgetvalue(§4.2).

A moreDraconiamrmeasurelik e completelyshuttingoff

or imposing a very low bandwidthlimit for identified
aggra@ates,is not taken becausef two reasons.First,

the aggr@atecanbe a flashcrowd. Secondgvenif the
aggra@ateis from a DoSattack,thecongestiorsignature
of the attacktraffic will usually containsomeinnocent
traffic too.

. Rate-Limiter
(independent rate-limiters fqr

different aggregates)

Packets surviving
the rate-limiter

RED

Out
Dropping?

Information on
identified aggregates

Figurel: The rate-limiting architecture.

Figure 1 shows the rate-limiting architecture. Thereis

a filter at the entry to the regular FIFO output queue.
When a paclet arriving at the output queueis identi-

fied as a memberof the aggreate, it is passedo the
rate-limiter which decideswhetherto drop the paclet

or add the paclet to the output queue. Once pastthe
rate-limiter the paclet losesary identity asa member
of the aggrgate. Becausepaclets that passthe rate-
limiter aretreatedasregulararrivalsto theoutputqueue,
rate-limiting cannotresultin preferentialtreatmentfor

the pacletsin theaggreate.In contrasttherate-limited
aggrgateswould getpreferentiakreatmenif they were
allocatecafixedbandwidthshardarrespectie of thegen-
eralcongestiorievelsatthe outputqueue.

We next turnto the possibility of usingpushbacko con-
trol an aggrgate. But first, a more detaileddescrip-
tion of pushback. Pushbackworks by the congested
routerrequestingts adjacentupstreamroutersto rate-
limit traffic correspondingo a given aggrgate. This
pushbak messge is only sentto immediateupstream
routersthat sendthe bulk of the traffic for that aggre-

gate? Routersreceving thesemessagesanrecursiely

propagatepushbackupstream(closerto the sources).
Throttling the high-bandwidthaggreate closerto the

sourcepreventsbhandwidthbeingwastedon pacletsthat
aredestinedo bedroppedateronin thenetwork. In ad-

dition, by concentratingheratelimiting ontheupstream
links that carry the bulk of the traffic within the aggre-
gate pushbaclcanrestrictthedegreeto whichaDoSat-

tack deniesserviceto legitimatetraffic, sincelegitimate
traffic onthe otherlinks will not suffer rate-limiting.

Figure2: lllustration of pushback

For example, considerthe partial network topology
shawvn in Figure2. The pathsusedby mostof thetraffic

in the high-bandwidthaggreyateareshovn in bold, and
thedirectionis asindicatedby the arrons. The destina-
tion of theaggregateis somehostD (not shavn) which

is reachedusingL0. Thus,mostof thetraffic coveredby

the attacksignaturecomesfrom links L2 and L3, with

very little comingfrom link L1.

Assumethatthelink LO in Figure?2 is highly congested,
andasa resultRO identifiesthe high bandwidthaggre-
gate. By using Local ACC, RO can protectthe traffic
not goingto D. But with Local ACC only, traffic go-
ing from L1 to D is not protected;pushbackis needed
to protectthat traffic. Pushbackn this casewill prop-
agatefrom RO to R2 and R3. Subsequent]ypushback
will propagateupstreanmto R4 andR7. Pushbackwill
not be invoked from RO to R1. The pathtaken by push-
backis the reverseof thattaken by the high-bandwidth
aggr@ate,andsopushbackncidentallyprovidesaform

2Clearly, pushbackmessagesequire authenticationlest they
provide a pawerful denial-of-servicanechanisnmhemseles!



of tracebak if thesourceaddressem theaggrgateare
spoofed[FS0(J. Pushbacko upstreanroutersR2 and
R3 helpsprotectthe traffic to D which comesin from
L1. Similarly, pushingbackfurther up to R4 from R2
andto R7 from R3 savestraffic comingalonglinks L5
andL6 respecitrely.

Thequestiort'whento invoke pushback’is dealtwith in

§5.1. Briefly, pushbacks usefulwhenthe routercannot
find a narrav enoughcongestiorsignaturgto minimize
collateraldamage)or whenit is dealingwith traffic that
is known to be malicious(throughsomeotherinforma-
tion or by observingthattraffic doesnot respondto in-

creaseddrop-rate). Pushbackcan also be initiated by

an overloadedsener so that, in caseswvherea DoS at-

tack wasnot causingcongestiorbut wasoverloadinga
sener, the benefitsof pushbackvould still be available.
In addition,the decisionasto whento usepushbacks

likely to have alargepolicy componentwhichwe do not
addressn this work.

The last questionposedat the beginning of this section
was: “when do | stop?” For Local ACC, the answeris
simple:theroutercontinuedo monitorits congestionlf
therouteris nolongersignificantlycongestedyr if apar
ticular aggrgatebeinglimiting is no longerone of the
mainresponsibleaggrgatesthentherouterstopslimit-
ing the aggregate. (Clearly we needto worry aboutan
attacler predictingthis decisionin orderto evadeACC.)

For pushbackhowever, the decisionbecomesgnoredif-

ficult, becausdhe router mustdistinguishbetweenno
longerseeingmuchtraffic from theaggrgatebecausét

is beinglimited upstreamyersusbecausehe aggregate
hasstoppedsendingmuchtraffic. Disambiguatinghese
two casesnotivatesthe needfor feedbak messagethat
the upstreamrouterssendout reportingon how much
traffic from anaggreyatethey arestill seeing(§5.4).

3 RelatedWork

In this sectionwe discusghevariousexistingtechniques
to dealwith flashcrovds andDoS attacks.Someof the
techniquedor dealingwith DoS attacksfocus on pro-
tectingthenetwork by droppingmaliciouspaclets;other
techniquedry to solve thetraceba& problemof tracing
the attackbackto the source(s).The tracebackroblem
arisesbecausdhe sourcelP addressem IP pacletsare
easilyspoofedin the currentinternet. Whenthe source

addresseare spoofed,a successfutracebackwvould let
the victim (andthe network) find the immediatesource
of the attack. While tracebacks important,if only asa
preludeto thelegal actionsto discouragesuchattacksn
thefuture,it alonewill notstoptheattacks.

Identifying the machinessendingattacktraffic doesnot

necessarilyeadto finding the ultimate originatorsof an

attack. But it doesallow the network to drop the attack
pacletsneartheir source peforethey damageherestof

the network. However, identifying the sourcemachines
is not a requirrmentfor preventingthe damagecaused
by an attack;all that's neededs to sufficiently localize

theattacktraffic in thetopology

In the presenceof ACC mechanismswe expect the
damagecontrol (by preferentialdroppingof the high-
bandwidthaggreate)to triggerin muchsoonetthanthe
time it takesto identify andstopthe malicioussources’

3.1 Identifying the Source of an Attack

Oneapproacho the tracebackproblemis to reduceor
eliminate the ability to spoof IP sourceaddressedy
someform of sourcdfiltering. In ingressfiltering [FS00],
an ISP filters out paclets with illegitimate sourcead-
dressesbasedon theingresslink by which the paclets
enterthe network. In contrast,ggressfiltering [SANOO]
occursat the exit point of a customerdomain,wherea
router checkswhetherthe sourceaddressesf paclets
actuallybelongto the customes domain. Packetswith
invalid sourceaddressearedropped.

While sourcefiltering is increasingly supportedas a
necessarystep in the protection againstDoS attacks
[ICS0Q, sourcsiltering is notlikely to completelyelim-

inate the ability to spoof sourcelP addresses.For in-

stance,if sourcefiltering is doneat the customefSP

level, a singlemachinewithin the customemnetwork can
still disguisdtselfasary of thehundredsr thousandsf

machinesn thecustomerdomain.Eveneffective source
filtering doesnot preventattackdrom compromisedna-
chineswith valid sourceaddresses.

3Thefactthat ACC, in bothits local andpushbackncarnations,
gently restrainsaggrgatesto the point where they are no longer
causingcongestionallows ACC to respondratherquickly because
thedownsideof aninaccurateassessmermdf the offendingaggregate
is slight. DoScountermeasurabatcompletelyshutdown theattack-
ing traffic mustbemuchmoreconfidentin theiridentificationbefore
they take action.



In contrastto source-basefiltering, traceba& assumes operatorgo successfullycarryit out (thoughsomelSPs

that sourceaddressesanbe spoofed,andtriesto iden-
tify the source(spf malicioustraffic usingthe network
itself. Recentproposaldor tracebackncludea variety
paclet-markingschemes,e., Savageetal., [SWKAOQO],
Songand Perrig[SP01],and Deanet al. [DFS0]], as
well asBellovin’s ICMP TracebacKBel0(Q].

In the absenceof effective sourcefiltering, someform
of tracebaclkwould be requiredto identify the ultimate
sourceof an attack. Limitations sharedby all of the
tracebaclkproposalsaarethatthe damagedoneby the at-
tack is not being controlled while the tracebackis in
progressandtheeffectivenessf tracebaclschemesan
bereducedvhenanattackis highly distributed. We see
ACC mechanismss complementaryo both sourcefil-
teringandto traceback.

Schnacknbeg et al. [SDS00]suggeshctive control of
infrastructureelements.Thus,a firewall or IDS thatde-
tectedsomesort of attackcould requestthat upstream
network elementsblock the traffic. There are obvi-
ous problemsauthenticatingsuchrequestsn the inter-
domaincasethoughwork in thefield is ongoing.

3.2 Identifying the Nature of an Attack

Somesitesfilter or rate-limit all traffic belongingto a
certaincateyory to evadeparticularkinds of attack. An
examplewould be filtering ICMP ECHO messages$o
prevent the well-knovn smurf [CER98] attack. Such
content-basediltering basedon fixed filters can be of
use, particularly in the shortterm, but is by definition
limited to the fixed filters alreadydefined. ACC and
Pushbaclare basedon usingfilters which are both dy-
namicandwiderin range.

Inputdehugging usesattacksignatureso filter outtraffic
at the routers. The victim identifiesan attacksignature
andcommunicateg to its upstreamSP. ThelSPinstalls
afilter on its egressrouterto the victim, thus stopping
the attacktraffic. At the sametime the ISP identifies
therouters incominginterfaceof the attack,andrecur
sively repeatsthe processupstream. Determiningand
controlling the attacktraffic all the way to the sources
requirescooperatiorbetweenall entitiescontrollingthe
routersonthepathsfrom sourcedo victim. Thisis easier
saidthandone,sincethe pathsoftencrossadministratie
boundaries. The solution works on humantimescales
andis laborintensve. It requiresthe presencef skilled

have toolsto do someof thiswork semi-automaticallyn
their networks [Art97]).

Our proposafor Pushbaclks closelyrelatedto inputde-
bugging, exceptthat insteadof startingfrom an attack
signaturdrom adownstreamnvictim, we would alsostart
with acongestiorsignaturdrom thecongestedouterit-
self.

Insteadof hop-by-hopinput delugging, [Sto0J pro-
poseshuilding an overlay consistingof all edgerouters
andoneor moretrackingrouters.In caseof attacksthe
input delugging procedurewould be carriedout along
the overlay tunnels. The schemerequiresan overlay
connectingall the edgeroutersof an ISP, with appro-
priate authenticationbetweenrouters, and changesto

globalroutingtables.EachISP would useits own over-

lay systemto find the entry andexit pointsof the traffic

in its domain,using humaninterventionwhencrossing
ISPboundaries.

3.3 Related Work on ACC and Network Con-
gestion

In this sectionwe discussbriefly relatedbodiesof work
onweb-cachingandcontentdistribution infrastructures,
schedulingmechanismsand Quality of Service, and
their relationshipto ACC.

Web-cachinginfrastructuresand Content Distribution
Networks (CDNs)[Dav0(Q] like Akamai[Aka andDigi-
tal Island[Dig] arepowerful mechanisms$or preventing
flashcrowds from congestinghe network. IP Multicast
and application-leel multicastare additionaltools for
accommodatinglash crowds without creatingconges-
tion in the network, for a different set of applications.
However eventhe combinationof multicast,cachingin-
frastructuresand CDNs may not be sufiicient to com-
pletely prevent network congestionfrom flash crowds.
For example, flash crowds could occur for traffic not
carriedby CDNSs, or for traffic marked asuncacheable
by the origin sener, or for traffic thatis not suitablefor
multicastdistribution. Internetslondowns couldstill be
causedby an event or site that withnessesan unprece-
dented‘success’for which neitherit nor the relatedin-
frastructurds prepared.

Thereis aconsiderabldody of work on schedulingand
preferentialdroppingmechanismshat have somerela-



tionshipto ACC but operateat a different granularity
Perflow schedulingmechanismsnclude Fair Queuing
[DKS89] and Deficit Round Robin [SV95]. Thereis
a growing body of work on using drop preferenceto
approximateperflow scheduling[SSZ99§ or to protect
conformantflows from flows that do not use end-to-
endcongestiorcontrol[FF97, LM97, MFOQ]. However,
flow-basedcongestioncontrol and schedulingmecha-
nismsare not solutionsfor aggrgate-based@ongestion
control, sinceanaggregatecould be composedf mary
flows which are conformantindividually. CBQ [FJ99
is a class-basedchedulingmechanismn which aggre-
gatescanbelimited to acertainfractionof thelink band-
width in a time of congestion. However, CBQ is dis-
cussedargely for fixed definitions of aggreates,and
doesnot include mechanismdor detectingparticular
high-bandwidthaggregatesin timesof congestion.

Thereis alsoa substantiabody of work on QoS mech-
anismdike IntegratedServicedCSZ92]andDifferenti-
atedServicedBBC19§] to protecta designatedbody of

traffic from congestiorcausedy lower-priority or best-
effort traffic. SuchQoSmechanismgouldbea critical

componentn protectingdesignatedraffic from conges-
tion causedy best-efort flashcrovdsor DoS attacks.

4 Local ACC

We now describethe architectureand the algorithms
usedby the routerto detectandcontrol high-bandwidth
aggrgates.Pseudocodéor thealgorithmscanbefound
in AppendixC. This sectionfocusesonLocal ACC,and
the next on pushback.

Local ACC canbe brokendown into detectionandcon-
trol. In Figurel, the ACC Agentis responsibldor iden-
tifying aggrgatesand computinga ratelimit for them.
Theactualrate-limiting(by droppingpaclets)is doneby

the Rate-Limiter The ACC Agentis notin thefastpath
usedfor paclet forwarding, and might not even be on

the samemachine.Packetsarriving to the outputqueue
arechecledto determindf they belongto arate-limited
aggr@ate. Packets belongingto a rate-limited aggre-
gatemay be droppedby the Rate-Limiterdependingon

the arrival rate of that aggrgateandthe ratelimit im-

posedon it. Pacletsthat survive are forwardedto the
outputqueue. Dropping also takes place at the output
gueuebecaus®f normalcongestionRelevantinforma-

tion (headersaboutpacletsdroppedat theoutputqueue
is fedinto the ACC Agentwhich useghesepacletdrops
for identifying high-bandwidthaggregates. Alternately
randomsamplesrom the outputqueuecan be usedin
theidentificationprocess.

Theidentificationprocessn the ACC Agentis triggered
whenthe outputqueueexperiencesustainecigh con-
gestion. We definesustainedcongestiorasa drop rate
of morethanpy;,, over aperiodof K secondsDuring
sustainedcongestionusingthe paclet drop history (or
randomsamplespf thelast K secondsthe ACC Agent
tries to identify a small numberof aggrgatesrespon-
sible for the high congestion. If someaggrgatesare
found,the ACC Agentcomputeghelimit to whichthese
aggrgatesshouldbe restricted. The limit is computed
suchthat the ambientdrop rate, thatis the drop rate at
the output queue(not taking into accountthe dropsin
the Rate-Limiter),is broughtdown to below pigrget- At
the sametime this limit cannotbe lessthanthe highest
arrival rateamongaggreateswhich arenot beingrate-
limited. The ACC Agenttheninstallsthe necessaryil-
tersattheRate-Limiterto rate-limittheidentifiedaggre-
gates. The ACC Agentis alsoresponsibldor modify-
ing thelimit imposedon variousrate-limitedaggregates
basedn changesn demandrom backgroundraffic.

The following subsectiongdiscussthe algorithms for
identifying aggrejatesto be rate-limited, determining
therate,andimplementingthe rate-limiting. Later sec-
tions shav how the pushbackof rate-limiting to up-
streamnodescould be combinedwith local aggrgate-
basedcongestiondetectionand control to help make
finer distinctionsbetweenthe legitimate and the mali-
cioustraffic within anaggregate.

4.1 Identification of High Bandwidth Aggre-

gates

In principle,anaggr@atecouldbedefinedonly in terms
of the protocolfield or port number;all DNS paclets,
for instance.However, almostall DoS attacksandflash
crowvdshave eitheracommonsourceor acommondesti-
nationprefix. As aresult,we expectthatmostaggreate
definitionswill be basedon eithera sourceor destina-
tion addressrefix. As is discussedaterin the paper
pushbackis invoked only for aggrgateswhosedefini-
tion includesa destinatioraddresgprefix.



We presenta techniqueto identify high-bandwidthag-
gregatesbasedon the destinationaddress. The same
techniquecouldbe usedto identify aggreyatesbasedon

the sourceaddresgthoughwe acknavledgethatsource
addressegsannotnecessarilybe trusted). This is only

one of mary possiblealgorithmsfor identifying high-

bandwidthaggregates;more accurateandflexible algo-
rithms area subjectof furtherresearchWe would note
that more comple definitions of aggreateswould re-

quire anappropriatdanguagefor expressingthe aggre-
gatedefinition andfor passingthe aggrgatedefinition

to upstreanroutersduring pushback.

The identification techniquepresentedbelov was de-
signedwith the obsenationthatmostWeb sitesoperate
in asmallrangeof IP addressés If onewereto specify
a prefix which characterizedall the IP addresses use
by a sener, this prefix would be longerthan 24 bits in

mostcases.Even the sitesthat needfewer than 24 bits

in their prefix ervelopescanbe bettercharacterizedy

multiple 24+ bit ervelopes.

Basedon the drop history’ (or randomsamples)draw
out a list of high-bandwidthaddresse$32-bit); for ex-
ample addressewith morethantwice themeanmumber
of drops. Now clustertheseaddressemto 24-bit pre-
fixes. For eachof theseclusterstry obtaininga longer
prefix that still containsmost of the drops. This can
be easilydoneby walking down the prefix tree having
this 24-bit prefix at the root. At eachstepa heavily bi-
asedbranchwould give alongerprefix with mostof the
weight. We alsotry to memge prefixesthat are closely
relatedto eachother For example,two adjacent24-bit
prefixescanbe describedy a single23-bit prefix. Mul-
tiple clusterscanalsobe formedfor siteswith spaced-
out IP addresses All theseclustersare then sortedin
decreasingrderbasedon the numberof dropsassoci-
atedwith them. The numberof dropsalsogivesus an
arrival rate estimatefor eachcluster The algorithmto
decidehow mary clustersshouldbe rate-limitedin or-
derto decreas¢he ambientdroprateto belov pigrget iS
describedn thenext section.

“Useof CDNscanresultin aflashcrovd nearmary cachesall
routersthatgetcongesteavill invoke Local ACC independentlyAt-
tacks,ontheotherhand,arelikely to uselP addressesf the primary
installation.

SWith active queuemanagemenscheme(like RED) that dis-
tributesdropsfairly, dropscanbe consideredandomsampleof in-
comingtraffic [FFT98§.

Sinceaccesdinks have muchlesscapacitythan back-
bonelinks, they are more likely to be congesteddur
ing DoS attacksandflashcrowds. The identificationof
high-bandwidthaggreatesis easierin suchcases.For
instance the aggreatesfor the congestedoutercould
correspondo prefixespresenin its routingtable.

We note that different aggregateshave quite different
definitions,evenin suchbasiccharacteristicasthenum-
ber of IP addresseincludedin eachdestination-based
aggr@ate.Thus,wereiteratethatthe notionof max-min
fairnessamongaggregatess notviableasageneralpol-
icy objectve.

4.2 Determining the Rate Limit for Aggregates

Using the list of high-bandwidthaggreyatesobtained
above during a period of high congestion,the ACC
Agent determinesif ary aggreates should be rate-
limited, andif so, what the rate-limit shouldbe. The
ACC Agenthasa sortedlist of aggreates startingwith

theaggrgatewith themostdropsfrom thedrophistory

The ACC Agent calculatesthe total arrival rate at the
outputqueue andusesthis andthe drop history to esti-
matethe arrival ratefrom eachaggrgateover the most
recentK seconds.

The ACC Agent next calculatesRezcess, the excessar
rival rate at the output queue. This is the amountof
traffic that would have to be droppedbeforethe output
gueue(at the Rate-Limiter)to bring the ambientdrop
ratedown to pigrget, IN theworstcase.

The procedurenext determineshe minimum numberof
aggr@atesthat could be rate-limitedto suficiently re-
ducethetotal arrival rate.Oneconstraints thattherate-
limit for rate-limitedaggrgatesmustbegreatetthanthe
arrival rate of the largestnon-rate-limitedaggregate. A
seconcconstraints thatthe total numberof rate-limited
aggrgatesmustbeatmostM azSessions.

If the ACC Agenthasdetermineahatit canrate-limit
thes top aggrgates,t next computegherate-limit L to
be appliedto eachaggreate. Thelimit L is computed
suchthat

¥t _ (Aggregate[k].arr — L) = Regeess

where Aggregatelk].arr is the arrival rate estimateof
aggreatek.

The two constraintslisted above ensurethe L is less



thanthe arrival rate estimateof ; + 1-th aggr@ate,and
that: is atmostM azSessions. ldeally, the Local ACC
mechanismshouldnot rate-limit any aggrejateduring
times of undifferentiatedcongestioncausedby under
provisionedlinks or hardwarefailures.In theabsencef
effective methoddor distinguishingbetweeraggrgate-
basedandundifferentiatedcongestionwe usethe upper
boundM azSessions onthe numberof aggrgatesthat
arerate-limitedsimultaneouslyWith betterunderstand-
ing of the traffic compositionandbehaior during DoS
attacksand flash crowds, we cantunethe Local ACC
mechanisnsuchthatit doesnot identify ary aggregate
in timesof undifferentiatedcongestion.

In the presencef policy constraintsthe computatiorof
therate-limit L would have to be modifiedslightly. For
instance,the router could be configurednever to rate-
limit a specifiedaggrgateto lessthan B Mbps. Such
policy level decisionshave to behonoredn theratelimit

calculation.

The ACC Agent revisits its rate-limiting decisionspe-
riodically, revising the ratelimit L, and determiningif
someaggr@ateno longerneedso berate-limited. The
ACC Agentmeasureghearrival ratefor rate-limitedag-
gregates sofor therefreshesthe ACC Agenthasmore
precisenformationaboutthesearrival rates.Aggregates
thathave hadanarrival ratelessthanthe limit for some
numberof refreshintervals are no longer rate-limited.
Similarly, if congestionpersists,more aggrgatesmay
be addedto the list of rate-limitedaggrejates. Thereis
no harmdoneif rate-limiting continuesfor sometime
after the DoS attack or flash crowd has subsided be-
causethe rate-limiter only dropspacletsif the arrival
rate is more than the specifiedlimit. However, some
careis neededhatthe rate-limit for an aggrgatedoes
not changeabruptlyasanotheraggreateis addedor re-
movedfrom thelist of rate-limitedaggrejates.

4.3 Rate-limiter

The rate-limiter is responsiblefor classifying paclets,
rate-limitingthosebelongingto arate-limitedaggreate,
andmeasuringhe arrival rate of the rate-limitedaggre-
gates. This sectiondiscusseshe propertiesof the rate-
limiting architectureshavn in Figure 1l anddescribesa
mechanisnior implementingthe rate-limiter

Becauseit sits in the forwarding fast path, the rate-
limiter needsto be light-weight and efficient to imple-

ment. Becausdhe rate-limiteris a pre-filter beforethe
outputqueuethatmerelydecidesvhetheror notto drop
eacharriving pacletin theaggra@ate,it is consistentvith

FIFO schedulingn theoutputqueue .Unlike strictlower
priority queues,t will not stane the identified aggre-
gates.As notedearlierin §2 rate-limitedaggreatesare
never protectedrom the normalcongestioroccurringin

the outputqueue.To ensurethatthe rate-limitedaggre-
gatesareprotectedrom eachother thedropdecisionfor

eachaggreateis takenindependentlypasednthestate
for thataggregate.

4.3.1 Virtual Queue

In this sectionwe discussthe virtual queue,the mech-
anismthat we usefor rate-limiting. AppendixA de-
scribespreferentialdropping, an alternatemechanism
for the rate-limiter Preferentialdropping and virtual
gueuediffer in the procedureor makinga drop (rate-
limiting) decision. However, both mechanismsonly
drop paclets from the aggrgate when the aggrejates
arrival rateto therate-limiteris above the specifiedimit.

A virtual gueuecanbethoughtof assimulatinga queue,
without actually queuingary paclets. The servicerate
of the simulatedqueueis setto the specifiedbandwidth
limit for the aggreate, and the queuesize is set to
the toleratedburst size. When a paclet arrives at the
rate-limiter the rate-limiting mechanisnsimulatesthat
paclet arriving at the virtual queue.Packetsthatwould
have beendroppedat the virtual queueare dropped
by the rate-limiter and paclets that would have been
gueuedhtthevirtual queueareforwardedto therealout-
putqueue.

A virtual queuecan simulateeither a simple tail drop
gueueor aqueuewith actve queuemanagementA vir-

tualqueughatsimulategail dropbehaior canbeimple-

mentedasa token bucket, with thefill rateof the token
bucket setto the bandwidthlimit of therate-limiter and
the bucket size of the token bucket setto the tolerated
burstsizefor therate-limiter

4.3.2 Narrowing the CongestionSignature

In thediscussiorabove, the aggrgatesidentifiedby the
ACC Agentarebasedonly or sourceor destinationad-
dresses. In fact, the rate-limiter can do more sophis-
ticated narraving of the congestionsignaturethat, in
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Figure3: A simulation without ACC.

timesof specializedattackscanresultin droppingmore
of theattacktraffic within theaggregyate.For example,a
suitably sophisticatedACC Agentwould detecta more
specificdominantsignaturewithin the aggrgate,based
on otherpaclet characteristicgsuchasport numberor
ICMP type code),anddrop moreheavily from this sub-
set. Narrower rate-limiting could be achieved by plac-
ing anotherirtual queue with a smallerservicerate,in
front of theaggraeates virtual queue.

This hierarchicafrate-limitingis safein scenariosvhere
attacler frequentlychangesher attacksignature asthe
total bandwidthavailableto the aggreateis still bound.
Suchspecializedate-limitingcanbevery usefulin cases
of attackdlike the SYN attack] CER96]or the smurfat-
tack[CER98].

One might perhapsargue that during flash crowvds the
routersshoulddo someform of flow-awarerate-limiting,
for example,droppingmore heavily from SYN paclets
to provide betterserviceto connectionghat manageo
get established.However, this canbe dangerousf ap-
plied for a DoS attackratherthana flash crovd. The
attacler couldsimply sendpacletsin thecatayory being
favoredby flow-awarerate-limiting(TCPdatapacletsin
the abore example). Flow-awarerate-limiting is differ-
entfrom narrav rate-limiting mentionedabore. While
thelatterpunishegshedominant(relative to usuallevels)
paclet typein the aggreate,the formerfavors a partic-
ular paclettype,astratgy thatcanbe gamed.

4.4 Simulations

We usea simplesimulationto illustratethe effect of Lo-
cal ACC. Figure 3 shavs a simple simulationwithout
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Figure4: The samesimulation with Local ACC.

ACC, with six aggregates,eachcomposedf multiple

CBR flows, with the sendingrate of the fifth aggreate
varying over time® Becausehis simulationis of CBR

flows, ratherthan of flows usingend-to-endcongestion
control, it hasvery simple dynamics;its purposeis to

illustratethe underlyingfunctionality of Local ACC.

Thetwo graphsn Figure3 shaw that,without ACC, the
high-bandwidthaggregateis ableto capturemostof the
link bandwidth. The bottomgraphof Figure 3 shaws
the ambientpaclet drop rate in the output queue. At
time 13 the sendingrate of the fifth aggrgate gradu-
ally increasesijncreasingthe drop rate and decreasing
the bandwidthreceved by the otherfour aggreates.

Figure 4 shawvs the samesimulationrepeatedvith Lo-

cal ACC enabled.Whenthe ambientdrop rate exceeds
theconfiguredvalueof 10%,the ACC Agentattemptdo

identify an aggregyate or aggrgatesresponsiblefor the
high congestion.Within a few secondghe ACC Agent
identifiesthe fifth aggrgate,andrate-limitsthataggre-
gate sufiiciently to control the drop ratein the output
queue.Thebottomgraphof Figure4 shavs theambient
dropratein theoutputqueueput doesnotshav thedrop

ratein therate-limiterfor thefifth aggregate.

5 The PushbackMechanism

Section4 described_ocal ACC; let us now discussthe
pushbackmechanismin detail. Pushbackor anaggre-
gate can be visualizedas a tree, where the congested

®Thesesimulationscan be run with the commands"./test-all-
pushbackslowgron” and*“./test-all-pushbaclslovgrow-acc” in the
tcl/testdirectoryin the NS simulator



router initiating the pushbackis the root, and the up-

streanroutersrate-limitingtheaggregatearetheinterior

nodesandthe leaves of the tree. For example,in Fig-

ure2, nodeRO0is therootof thepushbackree,andnodes
R4 andR7 aretheleaves.

5.1 Decidingwhento Invoke Pushback

After detectingaggrejate-basedongestion,the ACC
Agentmustdecidewhetherto invoke pushbackoy call-
ing the PushbaclkAgent at the router The ACC Agent
hasinformationonly aboutits own outputqueue while
the PushbackAgent coordinatesinformation from di-
verseinput and output queues,and sendsand receves
pushbacknessagetom neighboringrouters.

Two situationswarrantthe invocationof pushback.The
first is whenthe drop rate for an aggrgatein the rate-
limiter remainshigh for severalsecondgbecaus¢hear
rival ratefor theaggregateremainamuchhigherthanthe
limit imposedon it).” The secondis when the Push-
back Agent hasotherinformationthat a DoS attackis
in progress.In somecase9aclet drop history canhelp
the router differentiatebetweenDoS attacksand flash
crowds. For instancejf mostof the pacletswithin the
aggr@ate are destinedfor a notoriousUDP port, the
router can be fairly certainthatit is withessinga DoS
attackandnotaflashcrowvd. Anothersourceof informa-
tion canbethe downstreamsener itself. For example,
pushbaclcouldbeinvoked by arouteratthebehesbf a
sener directly connectedo it, if allowed by the policy
attherouter This would alsobe helpfulto thesenerin
situationswhenconsiderabldraffic is beingsentto the
sener, but atalevel not high enoughfor the ACC Agent
attheadjacentouterto invoke Local ACC or pushback.

5.2 Sendingthe PushbackRequestsUpstream

When the PushbackAgent at the congestedouter in-
vokes Pushbaclkfor an aggrgate, it hasto divide the
rate limit for the aggrgate amongthe upstreamlinks.
This requiresthat the PushbackAgent have somees-
timate of the amountof aggregatetraffic comingfrom

"The high drop rateimplies that the router hasnot beenable to
controlthe aggr@atelocally by preferentialdropping,in anattempt
to encourageéncreaseand-to-endccongestiorcontrol.

8The sener can have somehigherlevel or application-specific
attackdetectiormechanism
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eachupstreanlink. The upstreaminks sendingonly a
smallfractionof theaggrgatetraffic aretermedasnon-
contributing links, andwe call the otherupstreanlinks
contributing links. Becauseone of the motivations of
pushbacks to concentratehe rate-limiting on thelinks
sendingthe bulk of the traffic within the aggregate,the
PushbackAgent doesnot senda pushbak requestto
non-contrititing links. The assumptions thatif aDoS
attackis in progressthe aggrgatetraffic on the con-
tributing links is morelikely to includethe attacktraffic,
while the aggreatetraffic on the non-contriluting links
is morelikely to be legitimatetraffic.

In the generalcase,contrituting links do not all con-
tribute the sameamountof badtraffic. A link carrying
moretraffic belongingto the aggrgateis morelikely to

be pumpingin attacktraffic. Oneof mary possibleal-

gorithms,andthe oneusedin our simulationsis to first

determinehow muchtraffic in the aggrgate eachlink

contritutes. We thendivide thedesiredimit L, reduced
by the amountof traffic comingfrom non-contriluting

links, amongthe contrituting links in a max-minfash-
ion. For example,assumdhatwe have threecontritut-

ing links with arrival ratesof 2,5, and12 Mbps,andthat
the desiredlimit, after the non-contriluting traffic has
beensubtractedrom it, is 10 Mbps. The limits sentto

eachof the threecontrituting links would thenbe 2, 4,

and4 Mbpsrespectiely.

Congestiorsignature
BandwidthLimit
ExpirationTime

RLS-ID

Depthof RequestindNode
PushbacKype

Figure5: Contentsof a pushbackrequest

After thePushbacldgentdetermineshelimit to request
from neighboringupstreanrouters,it sendsa pushback
requesimessageto thoserouters. As shawn in Figure
5, apushbackequestcontainsthe congestiorsignature
characterizinghe aggrgate,the requestedipperbound
for theamountof traffic sentbelongingto theaggreate,
thetime periodafterwhichthepushbackequestxpires,
theRate-LimitSessiorD (RLS-ID), thedepthof there-

The pushbackprotocol, including timing and format of mes-
sagesis describedn [FBI01].



guesterin the pushbackree,andthe type of pushback.
In our simulationsthe attack signatureconsistsof the
destinationprefix or prefixes characterizinghe aggre-
gate. The RLS-ID is returnedin the feedbackmessages
(seeSection5.4) to enablethe PushbackAgentto map
the feedbacko the correspondingpushbackequest.in
the pushbackiree, the depthof the root is zero,and a
child’s depthis one more thanthe depthof its parent.
Depthinformationis usefulin settingtimersfor sending
feedback.Thetype of pushbacknfluenceshe decision
of anupstreanrouteraboutwhetherto propagateush-
back upstream. The routeris morelikely to propagate
whenthe type correspond¢o a maliciousattack(e.g.,
sener-initiated pushback).

The rate-limit specifiedin the pushbackequests only
a requestedipperboundfor the bandwidthto be given
to the aggregate. If the upstreanrouteritself becomes
heaiily congestedthenit may give lessbandwidthto
theaggregatethanthe specifiedimit. Becausehepush-
back requestonly specifiesan upperbound, it will not
endup shieldingthe aggrgatefrom local congestiorat
theupstreanrouterin the guiseof ratelimiting (seeSec-
tion 4.3). Thatis, the aggrg@atewill not necessarilye-
ceive bandwidthat the upstreanrouterequalto the up-
per bound;the upstreanrouteris simply requestedot
to give more thanthe upperboundto the specifiedag-
gregate.

We also note that the congestedrouter could receve
more than the desiredamountof traffic in the aggre-
gateif the non-contriluting upstrearmeighbors(which
werenotsentpushbackequestsytartsendingmoretraf-
fic in the aggrgate. However, sincethe rate-limitingis
alsobeing doneat the congestedouter morethande-
sired amountof aggregate traffic never goesover the
congestedink.

5.3 PropagatingPushback

On receving a pushbackrequest,the upstreamrouter
startsto rate-limit the specifiedaggreatejust asit does
for Local ACC, usingthe ratelimit in therequestimes-
sage.Therouters decisionwhetherto further propagate
the pushbackrequestupstreamusessimilar algorithms
to thosedescribedn Sectionss.1and5.2above.

Whenpropagating@pushbackequestipstreamthedes-
tination prefixesin the congestiorsignaturehave to be
narraved, to restrictthe rate-limiting to traffic headed
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for the downstreamcongestedouteronly. The means
thatpushbaclcanonly beinvokedfor congestiorsigna-
turesthatincludea destinatiorprefix. Thisis discussed
in moredetailin AppendixB.1.

5.4 Feedbackto DownstreamRouters

Theupstreanroutersrate-limitingsomeaggrejatein re-

sponsdo a pushbackequessendpushbaclstatusmes-
sagedo thedownstreanrouter reportingthetotalarrival

ratefor thataggregatefrom upstream.The total arrival

rate of the aggregateupstreams a lower boundon the
arrival rate of thataggregatethatthe downstreanrouter
would receve if upstreanrate-limiting wereto be ter

minated.Becauséahe upstreanrate-limiting (dropping)
may have beencontritbuting to end-to-endcongestion
control for traffic within the aggrgate,terminatingthe

upstreanrate-limiting mayresultin a larger arrival rate
for that aggr@ate downstream. Pushbackstatusmes-
sagesenablethe congestedouterto decidewhetherto

continuerate-limiting (and pushback). The timing of

thepushbaclstatusmessageis describedn moredetail

in AppendixB.2.

Figure6: Pushbackstatus messageseporting the ag-
gregates arri val rate from upstream.

Thearrival ratereportedin the pushbackstatusmessage
is the sumof the arrival ratesin all the statusmessages
receved from upstreamplus the arrival ratesfrom the
upstreammon-contriluting nodes. For example,in Fig-
ure6, RO is theroot of the pushbackree,shavn by the
solidlines. Thelabelsfor eachsolid line shav thearrival
rate estimatecontainedn the pushbackstatusmessage.
Thedashedinesconnecthenon-contriliting nodeghat
did not receve pushbackequestmessagesandthe la-
belsshav theaggreates arrival rateasestimatedy the



downstreamneighbor From the pushbackstatusmes-
sages,R0 canestimatethe total arrival ratefor the ag-
gregateas23.5Mbps. If RO wereto terminatetherate-
limiting upstreamandinvoke anequvalentrate-limiting
locally, this would be roughly the arrival rate that R0
couldexpectfrom thataggreate.

5.5 PushbackRefreshMessages

The PushbaclAgentatthe routerusessoft state, sothat
ratelimiting will be stoppedat upstreanroutersunless
refreshmessagearereceved from downstream.In de-
terminingtheupdatedatelimit in therefreshmessages,
the downstreanrouterusesthe statusmessagefo esti-
matethe arrival rate from the aggregate,andthenuses
the algorithmsin Section4 to determinethe bandwidth
limit. The arrival ratesreportedin the pushbackstatus
messagearealsousedby the downstreanrouterin de-
termininghow to divide the new bandwidthlimit among
theupstreanrouters.

6 Simulationswith Pushback

This sectionshavs a numberof simulationsusing the
NS [NS] simulatortestingthe effect of Local ACC and
pushbackn avarietyof aggreyate-basedongestiorsce-
narios. Thesesimulationsdo not pretendto userealistic
topologiesor traffic mixes, or to stressLocal ACC and
pushbackin difficult or highly dynamicervironments;
the simple simulationsin this scenarioare insteadin-
tendedto illustrate someof the basicunderlyingfunc-
tionality of Local ACC andpushback.

Before going into the detailsof the simulationswe in-

troducesomeinformal terminologyherethatwould help
usin describingthe simulations.For the scenariogvith

DoS attacks,the bad sourcessendattacktraffic to the
victim destinationD, andthe poor sourcesareinnocent
sourceghat happento sendtraffic to the destinationD

whenit is underattack. In otherwords, paclets from

the poor sourcesepresenthe unmalicioustraffic in the
congestiorsignature.For all of the scenariosthe good
sourcessendtraffic to destination®therthanD.
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6.1 A Simple Simulation

Figure7 shaws thetopologyfor a simplesimulationin-
tendedo shav thedynamicsof pushbackThegoodand
the poorsourcesachsendtraffic generatedby sesenin-
finite demandTCPs. The bad sourcesendsUDP CBR
traffic, with the sendingratevariedfrom onesimulation
to thenext.

Figure7: The topology for a simple simulation. R1 —
RO is thecongestedink.

Theresultsof thesimulationareshavn in Figure8. Each
columnof marksrepresenttheresultsfrom asinglesim-
ulation,with thez-axisindicatingthe sendingrateof the
badsource Whenthebadsourcesends3 Mbpsor more,
thedroprateat the outputqueueexceedsl 0%, the con-
figuredvalueof py;4n, andLocal ACC andPushbaclare
initiatedfor theaggreateconsistingof thebadandpoor
traffic. As aresultof the rate-limiting, the arrival rate
to the output queueis reduced,andthe good traffic is
protectedrom the bad.

For this scenario,the use of pushbackis also effec-
tive in concentratinghe rate-limiting on the bad traf-
fic and protectingthe poor traffic within the aggrgate.
Thesimulationswith Local ACC without pushbacknot
shawvn) producedapproximatelythe sameresultfor the
goodtraffic; however, the poor sourcereceved almost
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Poor Source ---x---
/W—j
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;;;%\;; o
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Figure8: The effectof pushbackin a small topology.



no bandwidthin thatsituation.

6.2 DoSAttacks

various destinations

Figure9: The topology usedin simulations. R1.0 —
RO0.0 is thecongestedink

Thesimulationsn this sectionillustrateLocal ACC and
Pushbackvith bothsparsely-spreaandwith highly dif-
fuse DoS attacks. Thesesimulationsusethe topology
shawvn in Figure 9, consistingof four levels of routers.
There is oneroutereachin the bottomtwo levels and
4 and 16 routers,respectiely, in the uppertwo levels.
Exceptfor therouterat the lowestlevel, eachrouterhas
a fan-in of four. The top-mostroutersare attachecdto
four sourceseach. The link bandwidthsare shavn in
thefigure,andhave beenallocatedsuchthatcongestion
is limited to theaccesdinks at thetop andbottom.

The first simulation scenario,with a sparsely-spread
DoSattack,includesfour badsourcesfour poorsources,
andten good sources randomlydistributed amongthe
64 sourcenodes. Eachof the four badsourcessendsl
Mbps of UDP CBR traffic, half the link capacity The
good and the poor sourcessendWeb traffic, using the
Webtraffic generatoin NS.

Figure 10 shows the resultsof thesesimulations. “De-
fault” denotesa simulationwith the router not doing
ary form of ACC. The two lines in the graph denote
the quantity of good and poor traffic in the absenceof
ary attacktraffic. Both the Local ACC and pushback
simulationsbring down the bandwidthconsumedy the
attacler, leadingto a significantbandwidthgain for the
goodtraffic. However, asexpected,Local ACC leaves
the poor hosts staned becausethe congestedrouter
R1.0, cannotdifferentiatebetweerthe poorandthe bad
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Figure10: Bandwidth allocation at the congestedink
during a sparseDoSattack.
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Figurell: Bandwidth allocation at the congestedink
during a diffuse DoSattack.

traffic in the aggrgate. We obtainedsimilar resultsfor
simulationswith differentamountf attacktraffic.

The secondsimulationscenario,with a highly diffuse
DoSattack,uses32 badsourcesfour poorsourcesand
ten good sources. In this scenarioeachof the 32 bad
sourcessends0.125Mbps of UDP CBR traffic, for the
sametotal badtraffic asin the previous scenario. This
setupis intendedto simulatea DoS attackwherealarge
numberof sourcesspreadthroughoutthe network are
usedto generatdahe attacktraffic. Eachbadsourceby
itself generates smallamountof traffic, makingit hard
to detectsuchsourcesattheir accesdinks.

As Figurell shaws, with diffuseattackspushbacKkoses
the ability to differentiatebetweenthe badandthe poor
traffic, thoughit still reducesthe bandwidthconsumed
by thebadsourcesln fact,in anattackin which alot of
sourcesreused anindividual badsourcemightbegen-
eratinglesstraffic thana valid poorsource.Whenthese
bad sourcesare spreadthroughoutthe network, the at-
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Figure12: Time to completea requestduring a flash
crowd.

tacklooks morelike a flashcrowd, makingit harderto
distinguishbetweenthe badandthe poor sources.The
bandwidthobtainedby the goodtraffic with pushback
goesslightly above the no-attackcase(lower line) be-
causeof reducedcompetitionfrom the poortraffic.

6.3 FlashCrowds

Thissectionshavs simulationswith flashcrowdsinstead
of DoS attacks with the “flash” traffic from 32 sources
sendingWeb traffic to the samedestination. The good
traffic comesfrom tenothersourcesendingWebtraffic
to variousotherdestinationsaccountingor about50%
link utilizationin absencef ary othertraffic.

Figurel2 shavsthedistribution of thetimesto complete
the transfersfor the good and the flash traffic respec-
tively in the Default and Pushbacknode. The distribu-
tion for Local ACC mode(notshavn) wassimilarto the
Pushbaclone. With Pushback80% of the goodtrans-
fers completewithin a few secondscomparedto less
than40% completedn lessthansix secondsn the De-
faultcase While the performanceyainfor thegoodtraf-
fic is significant,the degradationseenby theflashtraffic
is not that much. The time to completea Web request
canbe directly correlatedto the drop rate experienced.
Thedropratefor thegoodtraffic comesdown from 30%
t0 just 6% (psarget=5%) andthatof theflashtraffic goes
up only by 3% to about33%. Becausdheflashtraffic is
muchmorethanthe goodtraffic, evena slight increase
in its dropratefreesup alot of link capacity

The hump aroundthe 6-secondmark representshort
webtransferavhosefirst SYN or SYN/ACK pacletwas
lost, resultingin the transfercompletingslightly more
thansix seconddater, afterthe retransmitimer expires.
The magnitudeandthe locationof the hump alongthe
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y-axis is a good indication of the paclet drop ratesin

the network for that aggreate. Recallthat Local ACC

andPushbaclareonly invoked in scenarioof extreme
congestiorwherethe paclet drop rate exceedsthe con-
figuredthreshold setto 10%in our simulations,andat
theselevels of congestiona large fraction of transfers
will have thefirst SYN or SYN/ACK paclet dropped.

Thoughthe graphdid not shav major differencesbe-

tween the transfer time distribution of web requests
for Local ACC and pushbackthe goodtraffic receves

roughly 37% of the link bandwidthwith Local ACC,

comparedto 50% with pushback. Becausepushback
rate-limits the bad traffic upstream this leadsto a de-

creasein the amountof bad traffic reachingthe con-

gestedouter relatve to Local ACC (absencef statisti-

cal multiplexing), whichin turn enablesnoregoodtraf-

fic to go through. The transfertime distribution on the

otherhandis a function of the drop rate. Thus, more

goodtraffic getsthroughwith pushbackhanwith Local

ACC while keepingthe sameambientdrop rate at the

outputqueue.

7 Discussion

7.1 Advantagesand Limitations of Pushback

Pushbaclks nota panacedor floodingattacks.n fact,if
not usedcarefully it canmake mattersworse. This sec-
tion discusseshe advantagesand limitations of adding
pushbacko ACC.

Oneadwantageof pushbacks to preventscarcaipstream
bandwidthfrom being wastedon paclets that will be
droppeddownstream.

Whenattacktraffic canbelocalizedspatially pushback
can effectively concentraterate-limiting on the mali-
cious traffic within an aggrgate. This is very useful
when sourceaddressesannotbe trustedbecausehen
thecongestedoutercannotarrawv thecongestiorsigna-
tureby itself.1° In addition,if theoffendingtraffic within
an aggrgateis heaily representedn someupstream
link in thenetwork, but thecongestedoutercannotiden-
tify this subsetof the aggrgyatebasedon the sourcelP

109 sourceaddressesouldbetrusted thenin somecaseshecon-
gestedroutercould narrav the attacksignaturetself, by identifying
both the sourceandthe destinationaddressrefixesresponsibldor
thebulk of thetraffic in theidentifiedaggreate.



addressealone(i.e. theattackcanbelocalizedspatially
but no concisedescriptionin termsof sourceprefixes
exists), thenpushbackis necessaryo narrav the attack
signaturegvenif soucce addressesre genuine

For example,if a DoS attackon www.whitehouse.go
using legitimate sourceaddressesvere coming largely
from computersat MIT, this could be identified either
by sourceaddressprefixes at the congestedrouter at
www.whitehouse.gg or by pushbacko the wide-area
link leaving MIT. In contrastfor aDoSattackfrom var-
ious placesin the US on a machinein the UK, the con-
gestedoutermight only be ableto definethe aggreate
containingtheattackby destinatiorprefix, unableto nar
row the attacksignatureo somesubsef the IP source
addressedecausdhey aretoo diverse. Pushbacko a
transoceanidink would more preciselyidentify the at-
tack, andfocuspreferentialdroppingonly on the traffic
within thataggreyatethatis carriedoverthetransoceanic
link, sparingtraffic to the UK site from elsavherein the
UK andotherpartsof theworld. In this case pushback
focusesn onthesourceof theattack.We emphasiz¢hat
thereis nothing specialabout crossinga transoceanic
link in this example—thepoint holdsfor any casewhere
the attackis concentrate@dn someupstreamink, pos-
sibly a numberof hopsupstreamput wherethe dowvn-
streamcongestedouterscannotisolatethis traffic using
sourceaddressesThis canhapperfor flashcrowds, too,
if, for example,the sourcesf the flashcrowd all come
from a particularprovider or region.

For someDoS attacks,pushbackwill not be effective

in concentratingrate-limiting on the malicious traffic

within anaggreate.For example thiswould bethecase
for an attack uniformly distributed acrossthe inbound
links. Consideyfor example,a reflectorattack[Pax0(

basedon DNS [CEROQ]. If suficiently mary reflectors
areusedfrom all portionsof the network, the aggreate
bandwidthwill swampthevictim’slink. Duringsuchan
attackpushbackvill notbeableto differentiatebetween
thepoorandthebadDNStraffic goingto thedestination,
andwill dropfrom bothequally

Pushbackmay overcompensateyarticularly whenit is
invoked for non-maliciouseventssuchasflash crowds.
If the overall demandfrom othertraffic is reducedbe-
fore the pushbackrefreshperiod expires (Section5.5),
thentheupstreanrouterscouldunnecessarilgroppack-
ets from the high-bandwidthaggreyate even when the
downstreamlink becomesinderutilized.In Local ACC
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link underutilizationis more easily avoided, as rate-
limiting doesnot drop pacletswhenthe outputqueues
itself low. We reducethe possibility of overcompensa-
tion (andlower link utilization) by calculatingthe rate-
limit of anaggregateso that the total traffic comingto
the congestedouteris still greaterthanthe capacityof
thecongestedink (seethediscussiorof pyg,ge: in §4.2).
Performingsome of the rate-limiting just at the con-
gestedoutercanalsohelpto preventovercompensation.

In somecasestheuseof pushbackcanincreaséhedam-
agedoneto legitimatetraffic from a sourcecloseto the
attackinghost. As pushbackpropagatesupstreamto-

wardsthe attacksourcesthe dropratefor the aggrgate
is increased.If pushbackfails to reacha point where
it can differentiatebetweenthe attacksourcesandthe
nearbylegitimate traffic within the sameaggreate,for

instance,when the two sourcesare in the sameedge
network which is not pushback-enabledhe legitimate
traffic at that point will sharethe samehigh drop rate
asthe attacktraffic. This propertyof pushbackcould
leadto potentialDoS attacksin whichtheattacler's aim

is to hindera sourcefrom beingableto sendto a par

ticular destination.To be successfulan attacler would

needto launchthe attackfrom a hostcloseto thevictim

source. However, the ability to compromisea machine
thatsharesa downstreanbottlenecKink with thevictim

enablesnary otherformsof attackanyway.

7.2 Implementation and Operational Issues

In this sectionwe addressomeimplementatiorandop-
erationalissuesconcerningdeploymentof ACC mecha-
nismsin thelnternet.

7.2.1 Implementation Complexity

Theidentificationof aggrgatescanbe doneasa back-
groundtask,or in aseparatenachineentirely sothepro-
cessingoower requiredto identify aggrejatesshouldnot
beanissue.However, the presencef alarge numberof
rate-limited aggrgatescould posea designchallenge.
Whena paclet arrivesattheoutputqueuetherouterhas
to determineif that paclet belongsto one of the rate-
limited aggr@ates,andif so, placeit in the correctvir-
tual queue. The time requiredfor this lookup may in-
creasewith anincreasingnumberof aggrgates.We do
not expectthe limitation on the numberof rate-limited



aggr@atesto be a problem,aswe ervision Local ACC
and Pushbackas mechanismdo be instantiatedspar
ingly, in timesof highcongestionfor ahandfulof aggre-
gates.But a deployed systemneedso berobustagainst
new attacksthat could generatemary rate-limited ag-
gregates. One possibleapproachwould be to usethe
routing table of the routerfor detectingmembershign
arate-limitedaggrgate;however, thiswould restrictthe
definitionof aggrejatesto destinatiorprefixes.

7.2.2 Control MessageOverhead

The network bandwidthrequirementor pushbackmes-
sagesis minimal. During eachrefreshround of each
pushbacksession,on the order of a few secondspne
messagés sentover alink in the pushbackreein each
direction.

7.2.3 Estimating the UpstreamLink’ s Contrib ution

The distribution of the rate-limit amongupstreanlinks

dependon the downstreamrouters ability to estimate
what fraction of the aggrgate comesfrom each up-

streamrouter This is simple for point-to-pointlinks;

only onerouteris attachedo eachinterface. However,

for routersjoined by LANs, VLANS, or framerelay cir-

cuits, therearemultiple routersattachedo aninterface.
Similarly, someroutersmay only be ableto determine
from whichline cardtraffic originated ratherthanwhich

portonthecard. Thedownstreanrouterin this situa-
tion might not be able to distinguishbetweenmultiple

upstreanrouters.

Oneway of dealingwith this problemis to sendadummy
pushbackequesto all upstreanmeighbors Thedummy
requestis similar to the real request,but the recipient
doesnot actuallyrate-limit the aggreyate. The only im-
pactof this requesis thatthe recipientwill estimatethe
arrival rateof the specifiedaggregateandreportit to the
downstreanrouterin statusmessagesThesemessages
help the downstreamrouter to sendpushbackrequests
with the appropriateate-limitsto contrituting routers.

7.2.4 IncrementalDeployment

Thepushbacknechanisndescribedofarworksin con-
tiguousareasonly. Pushbacknessagesentto an up-
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streamrouter that doesnot understandpushbackwill
simply beignored.

Pushbackcan be deplo/ed incrementallyby deplgying
it only on the edgesof an island of routers,wherean
islandis a setof connectedouters.An autonomousys-
tem(AS) is a naturalisland. Assumethattheislandhas
N edgerouters. When one of theseroutersgetscon-
gestedand decidesto invoke pushback,it could con-
sidertheremainingN — 1 edgeroutersasits upstream
links. Usingdummypushbacknessage# couldascer
tain the aggreyates arrival rateat eachof theserouters,
and sendauthenticategpushbackrequestmessagesi.c-
cordingly Thus,evenwithout universaldeploymentthe
islandcanselectvely throttletraffic comingin from cer
taindirections.

7.2.5 Parallel Paths

The presenceof parallel/multiplepathsin the Internet
doesnot introduce ary complication. If they occur

pushbackwill propagatealongboth (all) if bothhave a

high volume of traffic, andwherethey mege upstream
two different pushbacKimiters will be instantiatedon

two differentinterfaces. The only extra stepis meg-

ing the limits as pushbackrecurseswhich should be

straight-forvard.

7.3 Policy Knobs

Like traffic engineeringlocal ACC and Pushbaclare
areaghatwill take significantguidancegrom localpolicy
databasesThisis unlike mary otherroutermechanisms
suchasperflow or FIFO schedulingactive queueman-
agementor Explicit CongestiorNotification,which are
generallybestwith a modestnumberof policy hooks.
It will take mary simulationsand a good deal of oper
ational experienceto get a betterunderstandingf the
right policiesfor ACC.

In principle, thereis nothing stoppinga pushbackree
from extending acrossASs. However, real networks
make extensie useof policy databasein making de-
cisionsinvolving otherASs. Thereareissueselatedto
trustin acceptinga pushbackequesfrom aneighboring
AS. Moreover, a pushbackequestmight be in contra-
diction with a contractualobligationthat says“provide
transitto this muchtraffic”. In this casean edgerouter
could discover conflicts and inform its parent(andthe



congestedouter). This distribution of limits alongthe
pushbacktree might be heavily policy-driven in such
cases. In absenceof ary policy conflicts, we believe

thatthereis sufiicient incentve for ASsto honorpush-
backrequestdrom neighboringASs. Not only doesit

enablegetting to the sourcesof attack, but also saves
bandwidthspenton carryingtraffic thatwill be dropped
downstream.

7.4 Empirical Data on Traffic Behavior and
Topologies

Oneissuefor Local ACC is the detectionof sustained
congestionWhatarethe droprates,over whatperiodof
time, thatmeritinvoking ACC?We expecttheanswero
be differentfor differentplacesin the network. For un-
derstandinghis, it would helpto have asmuchmeasure-
mentdataaspossibleon the patternof pacletdroprates
at differentroutersin the Internet. How frequentlydo
differentroutershave periodsof sustainecigh conges-
tion? How long doesthis sustainedongestiodast?And
how oftenis it dueto specialeventslike flash crovds
and DoS attacks,as opposedto the more diffuse con-
gestionfrom hardware failures or routing changesfor
which Local ACC andPushbackvould belessappropri-
ate?More measuremendatacouldalsohelpin consid-
ering the issueof whento invoke pushbackin addition
to Local ACC. Sitessuchasthe InternetTraffic Report
[ITR] andthelnternetWeathemReport[IWR] have some
dataon paclet droprates,aswell asreportson specific
fiber cuts,flashcrowds,andDoS attacks but we arenot
awareof ary systematiacharacterizatiomndidentifica-
tion of the high-congestiorperiodsat a specificrouter
As a further complication, pastmeasurementare not
necessarilyoodpredictorsof future conditionsfor such
volatile occurrencesasflashcrovdsandDoSattacksgi-
theratanindividual routeror for theInternetasawhole.

As notedbefore,the effectvenessof Pushbackin dif-
ferentiatingbetweenmaliciousand non-malicioustraf-
fic within an aggrgate during a DoS attackis depen-
denton the distribution of attacksourcesandthe paths
thatthe attacktraffic takesto reachthe congestedouter
More informationof typical attacktopologiesfrom spe-
cific pastDoSattacksanalyticaltopologymodels.or In-
ternettopology databasewould help usto evaluatethe
potential effectivenessof Pushbackin protectingnon-
malicioustraffic within anaggrgate.
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8 Conclusions

Congestioncausedby aggrgatesdiffers in somefun-

damentalaspectdrom that causedoy individual flows,

and hencerequiresdifferent protectionmechanismsn

the network. We have proposedothlocal andcoopera-
tive mechanism$or aggrgate-basedongestiorcontrol

to answerthis need. While a lot remainsto be investi-

gated,simulationscarriedout till now have shavn that
they arevery promisingdirections.As partof thiswork,

we arein the processof implementingan experimental
testbedusingsoftwarerouters.

Futurework will include more thoroughinvestigations
of theunderlyingdynamicsandpossiblepitfalls of these
mechanismsT he effectivenesof thesemechanismsare
deeplytied in with their operatingervironment. For ef-
fective evaluationwe needmeasurement-basesswers
to questiondik e “how frequentlyis sustaineadtongestion
causedy aggrgatesandnotby failures”,and“what do
attacktraffic andtopologiedook like”.
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A Preferential Dropping as a Rate-
limiting Mechanism

Sectiord.3describedhevirtual queueasthemechanism
usedfor rate-limitingaggrejates.This sectiondescribes
at alternatemechanismpreferentialdropping,andcon-
traststhis with the virtual queue.

When preferentialdroppingis usedasthe rate-limiting
mechanismthe aggrgates arrival rater, is estimated.
Giventhe specifiedbandwidthlimit r; for theaggreate,
the rate-limiterdropseacharriving paclet in the aggre-
gatewith probabilityl — r;/r,, sothattheexpectedrate
of traffic leaving the rate-limiteris the desiredlimit r;.
For example,if thearrival bandwidthr, is 10 Mbpsand
thetamgetbandwidthr; is 7.5 Mbps, theincomingpack-
etswill bedroppedwith a probabilityl — r;/r, = 1/4.
Whenr; > 14, no paclet will be droppedby the rate
limiter.

Next we comparethe preferentialdroppingmechanims
with the virtual queue. The preferentialdrop mecha-
nismandthevirtual queuebothtestarriving paclets,for-
wardingsomeanddroppingothers sothattheforwarded
paclets areroughly limited to the specifiedbandwidth.
However, thereare behaioral differencesbetweenthe
two mechanisms.

Both mechanismsnustmaintainsomestate:the prefer

ential drop mechanismmaintainsstatefor rate estima-
tion, andthevirtual queuemaintainsstatefor thevirtual

gueuesimulation.

The virtual queueis more sensitve than the preferen-
tial drop mechanisnto the short-termburstinessof the
arrival process.For example,oncethe virtual queueis
full, thevirtual queueis likely to dropa burstof incom-
ing paclets,while the preferentialdroppingmechanism
spread®utits dropsmoreevenly.

The preferentialdrop filter doesnot guaranteghat its
outputis no greatetthanthe specifiedbandwidthithees-
timateof thearrival rateis not necessarihaccurateand,
becausesachpaclet is droppedwith a certainprobabil-
ity, only the expectedbehaior of the preferentialdrop
filter can be guaranteed.In contrast,the virtual queue
preciselycontrolstheexit rate,asafunctionof thequeue
sizeandservicerateof thevirtual queue.The preferen-
tial dropfilter could keepdroppingfor a while afterthe
arrival rate of the aggrgatehasbeenreduced because
it might take sometime for the estimateof the arrival
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rateto reflectthe actualreductionin the arrival rate. In
contrast,the virtual queuewill respondpromptly to a
slow-down in thearrival rateof theaggrejate.

A deploymentadwantageof virtual queuess that they
arealreadyavailablein commerciakouters[Cis9§|.

B Pushbackin more Detalil

B.1 PropogatingPushbackUpstream

Whenpropagatin@pushbackequestipstreamthedes-
tination prefixesin the congestiorsignaturemight have
to be narraved, to restrict the rate-limiting to traffic
headedor the downstreancongestedouteronly.

Considetthefollowing scenario Supposdhe congested
router X identifiesa certainaggregate A with destina-
tion prefix 128.95.0.0. X will askits upstreamrouter
Y (amongothers)to rate-limit traffic from aggrgate A
(128.95.0.0). However, Y cannotusethe samespeci-
fication directly becausewhile Y could be forwarding
128.95.1.0to X, it might not be forwarding the rest
of 128.95.0.0to X. If Y (androutersupstreamof Y)
startedrate-limitingall of 128.95.0.0thenetwork would
droptraffic whichwould not have reachedhe congested
router

To avoid this unnecessarpaclet-droppingiit is impor
tantthat Y look at its routing table to find which pre-
fixes within 128.95.0.0are forwardedto X. Y hasto
checkall extensionsof the given prefixin theroutingta-
ble. For example,if X specifiesa prefix bbbb,Y would
checkbbbbOandbbbbl. Any branchthat doesnot ex-
ist is coveredby the requestso no further searchings
neededIf thebranchexists,thealgorithmis appliedre-
cursively. This checkis reasonablycheap. Existing IP
lookup schemesrebasedon eithermultibit tries or bi-
nary searchof hashtables[SV0Q]. Both multibit tries
[DBCP97,SV98] and hashingschemegWVTP97] en-
ablefastprefix lookups(in factthey lookup prefixesex-
tractedfrom the destinationaddress). Prefix lookups
cannotbe donein cachesas cachesusually storecom-
plete addresseshut this is not a limitation aseven in
the normalforwarding processcachemissesarenot an
uncommonoccurencgPar9q. It shouldalsobe noted
that mostof the timesupstreanrouterswill not have a
longerprefix in the routingtable,becauset is not very



commonfor an upstreanrouterto have longer prefixes
thanthe downstreamone (longer prefixestendto occur
closerto destinations).

B.2 PushbackRequestMessages

Pushbaclstatusmessagearesentonehopdownstream.
Leaf nodesusetimersto sendstatusmessagesA non-
leaf nodesendsstatusmessagevhenit hasreceved sta-
tusmessagefom all its children.In caseachild failsto
senda statusmessagén a round, the parentrouterwill
eventually timeout and sendthe statusmessagaiovn-
streamusing the last value receved from this child or
its own estimate. The timer valuesfor statusmessages
aresetbasednthenodes depthin the Pushbackreeso
thatfailure of onenodedoesnot triggertimeoutsin all
its ancestorandforcethemto usestalevalues.

B.3 PushbackRefreshMessages

Onreceving the Pushbackefreshthe upstreanrouters
updatethe expirationtime for the rate-limit sessionthe
limit imposedontheaggrgateandtheaggregatespecifi-
cation(if it haschanged).Timers,whosevaluedepends
onthedepthin thetree,aresetfor statusmessageatthis
point. Routerswhich arenotleavesin the Pushbackree
senda refreshmessagdurther upstreamafter dividing
thelimit andcheckingwith the routingtableasto what
prefix shouldbe sent.

C Local ACC

This sectiongives the pseudocoddor the algorithms
usedfor Local ACC. We mustnotethatit doesnotspec-
ify thealgorithmsin minutedetail; for this, theonly ref-
erence at the moment,is the pushbaclkcodein the NS
simulatort! The sole purposeof presentinghis skele-
tal pseudocoddereis to give the readera senseof the
underlyingalgorithms.

Figure 13 givesthe parametersmieededoy Local ACC.
Theseinclude the time period K and paclet drop rate
Phign for defininga periodof high congestionthetaget
paclet drop rate p;,-q4¢; for determiningthe rate limit,

the maximumnumberMaxSessionsf aggregatesto be

1The pushbackcodein the NS simulatoris in “~ ns/pushback”,
andthevalidationtestis in file ™ ns/tcl/test/test-all-pushback”.

Parameters
Phigh drop rate to trigger

aggr egat e- based congesti on contr ol
Dtarget ta@rget anbient drop rate at OQ

K time period for checking high
drop rate
Trefresn time period for review ng
the imt inposed on the aggregates

MaxSessiongraxi nrum nunber of aggregates
to rate-limt sinultaneously

Variables

Restimate arrival rate estimte

Riarget (Link BW/(1 - ptm‘get)

DropLay drop history

LowerBoundArrival rate of biggest
non-rate-limted aggregate
(dynami cal | y updat ed)

Figure13: Somedefintions usedin the pseudocode

rate-limitedatonce,andtherefreshtime T} ¢, for re-
viewing theratelimits. In oursimulationswe useatime
periodK = 2 secondsindpacletdropratepy;g, = 0.1,
thetamget paclet dropratepq, gt = 0.05, MaxSessions
of 3, andrefreshtime T .., Of 5 seconds.

Figure 14 describeghe stepstaken whenthe K-second
timer to detectsustaineadongestiorexpires. The proce-
dureexecutedon paclet arrival to the queues shavn in
Figurels.

Figure 16 shaws the proceduresisedto identify aggre-
gates. The helper methodget clustes() analysesthe
DropLay and returnsa sortedlist of aggrgatesbased
ontheirarrival rates.It usesdestinatiorbasedlustering
discussedn the Section4.1, but a differentdefintionof

aggr@atecanalsobepluggedn. Theidentify aggregate
procedurdakesthissortedist anddetermineiov mary

aggr@gatesshouldberate-limitedandwhattherate-limit
shouldbe. It theninvokestheprocedurdimit() shavnin

Figurel7 to startrate-limitingtheidentifiedaggregates.
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/* invoked on K-second tinmer expiry */
timeout()
1. Estimate p

(drop rate at the queue)

2. if (p>phign) /* invoked to get a sorted |ist of
i dentify_aggregate() aggregates */
3. updat eLower Bound() getclusters()
4. Reset DroplLg 1. High32 = List of destinations with
5. Set up tinmer with K second del ay nore than nean nunber of drops in

/* invoked to update | owerBound */
updateLowerBound()
1. dusters = get_clusters()
2. lowerBound = arrival rate of first
aggregate which is not rate-limted.
3. average | owerBound exponentially.
(to get rid of tenporary fluctuations)

Figurel4: K-secondTimer Expiry

/* invoked when a new packet arrives */
enque ki)
1. Check if pkt belongs to a
rate-limted aggregate.
2. if (yes)
Update the arrival rate estimate
of the aggregate
Check if pkt needs to be dropped
based on virtual queue state
if (dropped) return
Updat € Restimate
4, Check if pktis to be dropped based
on RED state
5. if (dropped) Log pktin DropLog
el se I nsert pktin queue

w

Figurel5: Packet Arri val

3.

DropLay

Hi gh24 = List of 24 bit prefixes

in H gh32

Clusters0O = List of prefixes after
nmergi ng cl ose prefixes in H gh24
Clustersl = List of prefixes |onger
than those in CdustersO but

contani ng nost drops in the sub-tree
return sorted Custersl

(decreasing order of drops)

/*invoked when drop rate goes above ppign*/
identify _aggregate()

1.
2.

Clusters = get clusters()
Estimate arrival rate of each
prefix in Clusters using
aggarr =
(Restimate) * (agg_dr OpS/ total dr OpS)
Rez‘cess = Restimate - Rtarget
i =1, done=0, sumrate=0
whi | e not done:
sumr at e+=Cl usters[i].aggarr
L = (sumrate - Reypcess)! |
if (L > Cdusters[i+1l].aggarr)
done=1, break

el se
if (i > MazSessions)
br eak
el se

i ++
limt(Cdusters[1l..i],L)

The procedurerefresh()in Figure 18 is executedevery
Trefresn SECONASO review rate-limiting; it modifiesthe
rate-limit imposedon the aggregyatesbasedon the cur

rent conditions, and also stopsrate-limiting of aggre-
gateghathave reducedheir arrival rates.
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Figure16: Identifying Aggregates



/* invoked to install new aggregates

for

rate-limting */

limit( Listew, L)

1.

2.

(Normally, the total in two lists would
ess than MazSessions, so all of them

be |
will
4,

5.

Listyy = Aggregates al ready being
rate-linted

Renove aggregates in Listyy from
List,ew and change their limt to
mn(oldLimt,L)

Pick the top sending MazSessions
aggregates from uni on of List_old
and List_new

be pi cked)

/* invoked every Tcfresn S€CONds to
reviewthe Iimt on aggregates */
refresh()
1. N = Nunber of rate-limted
aggr egat es
2.  Limitiy = total limt on
aggr egat es
3. Arrieq = total arrival rate of
aggr egat es
Rincomi'ng = Restimate - Limz‘ttotal + ATTtotal
Rez‘cess = Rincoming - Rta'rget
L = (A7r7iotal — Regcess) I N
if (L < LowerBound)
L = Lower Bound
8. foreach Ain (aggregates sorted in
i ncreasi ng order of arrival rate)
if (Aarr <L)
/* actual rel ease happens after
sonme tinme if A continues to have

No oA

Install filters for new ones with

limt L

Rel ease (after sonme tine) the old

aggregates that were not picked

Figurel7: Rate-limiting Identified Aggregates
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a lowarrival rate */

rel ease A

N--;

L += (L - Aarr)/N
el se

Alinmt = (L << Alimt)?
L: (L+A limt)/2
9. Set tiner for next refresh

Figure18: Refresh



