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Abstract—A number of Inter net measurementtech-
niquesrely on eliciting ICMP repliesfrom routersin-
side the network [7], [9]. One questionregarding the
accuracyof thesetechniquesconcemswhether routers
intr oduce delays when generating the ICMPs. We
presenta technique for estimating thesedelays. The
approach is based on sending packets with spoofed
source addressessomewith sufficient TTL to travel
all the way to the destination (“dir ect”), otherswith a
limited TTL that will causethem to be transformed
at a given hop into an ICMP Time Exceeded(TE)
packet. By spoofingthe sourceaddressof the probesto
matchthe destination,theseTEs areroutedidentically
to how the direct probesare routed. The technique
thus allows us to factor out effectsdue to asymmetric
routing or conditions on the return path from a given
router back to the source.

We have implemented the technique in a tool, fsd
(fast-path/slow-path discriminator). In this paper, we
discussan analysisof a setof measurementsmade us-
ing fsd on the NIMI measurementinfrastructur e[13].
Our analysesprovide helpful insight into the question
of “what proportion of routersin today’s Inter net are
slow at generating TE replies?” Our resultsindicate
that the answer to this question is “few” which im-
plies that tools such as pathcdar and trenowill not in
practice suffer greatly from slow-path/fast-path dif-
ferencesashasbeena concem.

I. INTRODUCTION

As aconsequencef layeringin thelnternetproto-
col suite,ICMP responseprovide theonly available
generalmechanismfor attainingvisibility into the
Internets internal paclet dynamics. While routers

techniquesrely on eliciting ICMP replies from
routersinsidethe network. For example,thewidely
usedtraceoute utility sendspaclets with limited
TTL hopcountsn their IP headersn orderto trig-
ger ICMP Time Exceededepliesfrom the routers
alongthe pathto the destination.

However, inferring anything usefulaboutnetwork
performance,as opposedto simply topology re-
guiresanalyzingthe timing associateavith paclets
asthey traversethe network. For example,pathdar
[7] (andtherelatedclink [5] andpchar [8]) andtreno
[9] both sendlarge numbersof TTL-limited pack-
etsin orderto analyzethe delaysbetweerthetrans-
missionsof the paclets and the receiptof the cor
respondinglCMP replies. (This is also sometimes
donewith muchlessprecisionfor traceoutetimings
in orderto locatethe sourceof unexpecteddelays
within thenetwork.)

Therearetwo significantdifficulties with analyz-
ing suchtiming, however. Thefirst is thatthe ICMP
reply might not be generatedn a timely fashion.
Routerpaclet processings assumedo oftenconsist
of a fast path and a slow path Fast path process-
ing is usedfor commoncasessuchasforwardingin
the absencef options,andis usuallyaccomplished
in hardware. Slow pathrepresentsnfrequentpro-
cessingusuallyaccomplishedn software at a cen-
tral processoriexamplesinclude IP option process-
ing and ICMP generation. If the measuredCMP
repliesaregeneratedisingthe slow path,thenslow-
path processingcan inflate the apparentdelaysas-

themseles canprovide performancemeasurements sociatedwith receving thereplies,complicatingthe

directly, accessto them is administratiely con-

performanceanalysis.Furthermoreif the slow-path

trolled and split among multiple, non-cooperating delaysvaryfrom routerto routef thencomparingde-

providers;andtheinformationthatroutersdo propa-
gatemorepublicly (i.e., routingupdates)s exceed-
ingly coarse-grained.

layscomputedrom differentroutersis likewise sus-
ceptibleto inaccuracieshathave nothingto do with
the network dynamicswe wish to measurebut with

Accordingly a numberof Internetmeasurement differencesn therouterinternals.



A seconddifficulty with analyzingtiming based
on ICMP repliesariseswhen we want to compare
timings measuredat differentrouters. Supposeve
are sendingpaclets from Ay andreceving replies
from routers A; and A;4,. Due to the prevalence
of asymmetriaoutingin the Internet[10], theroute
takenbackto Ay by therepliessentby A; mightwell
differ significantly from the route taken by A;1’s
replies. For example,thereturnpathfrom A; might
well belonger thanthatfrom A;1, or mightbecon-
siderablyshorterthantheforward-pathlateng from
A; to A;+1. More generally a commonmethodof
estimatingthe lateny of the link betweenA; and
A;+1 isashalfof thedifferenceof themeasured®TT
to A; 1 andto A4;. If, however, thereturnpathfrom
A;+1 to thesendediffersin morethanjustthefinal
hopcomparedo thatfrom A; to thesenderthenthis
methodcanyield significantlyerroneousesults.

In this paper we presenta techniquefor measur
ing a routers ICMP Time ExceededTE) genera-
tion time usingonly end-systenmeasurementd.he
techniquecan be usedto addresghe first difficulty
above, i.e., taking into accountvarying slov-path
delayswhentiming TE replies. Thetechniquedoes
not sufiice to addresghe seconddifficulty of asym-
metric returnpathstaken by TE repliesfrom differ-
entrouters but atleastthetechniquas notitself sus-
ceptibleto errorsdueto suchasymmetries.

We have implementedhetechniquen atool, fsd
(fast-path/shv-path discriminator),and belon dis-
cussan analysisof a preliminary set of measure-
mentsmadeusingfsd ontheNIMI measuremenh-
frastructure[13]. In principle, fsd provides a way
to help factor out the “noise” measurementscur
if they rely on timing TE replies. While in its cur
rentform fsd is not practicalto incorporatedirectly
into tools like pathdar andtreno (sincefsd hasto
run on end systemson both sidesof the routerto
bemeasured)it canstill provide helpfulinsightinto
thequestiorof “what proportionof routersin todays
Internetareslow atgeneratingrl E replies,anyway?”
If theanswerto this questions “few,” whichis what
our preliminaryresultsindicate thenwe have a use-
ful positve resultthat tools such as pathdar and
trenowill notin practicesuffer greatly from slow-
path/Bst-patidifferencesashasbeena concern.

I[I. EXPERIMENTAL METHODOLOGY

In this section, we describe our experimental
methodologyfor computingrouter overheadsvhen
generatingTE messages. One obvious approach
would have beento individually test a variety of
routersusingablack-boxapproachcomputethedif-
ferencen thetime taken by arouterto processan|P
paclet andto generatea TE messagén responseo
thatpaclet, andthetimetakenby arouterto forward
a normal IP paclet on the fastpath. This approach
presentdogistical challengesn assemblingouters
from differentvendors andevaluatinglCMP gener
ation timeson different software releases.In addi-
tion, thisapproactdoesnotrevealthedistribution of
routeroverheadsn thedeplo/edinfrastructure.

Instead,we aim to develop a techniquethat can
beusedto estimatel E generationiimesusingactive
measurementmadesolely at the network’s edges.
In addition, we have begun to malke “mesh” mea-
surementbetweera numberof measuremergoints
in orderto gain insight into the prevalenceof dif-
ferentdegreesof TE generatioroverheadwithin to-
day’s Internet,in a style similar to Paxsons NPD
measurementd 0].

To measurelE generatiortimes, we usethe fol-
lowing technique. Supposene senda paclet from
host A to hostB with a TTL limit suchthatit will
expire at router R inside the network. R will then
constructa TE messagandsendit backto A. How-
ever, if we spoofasourceaddres®f B in thepaclet
sentto B (thus,the paclet will have both a source
anda destinationaddresf B), thenR will in fact
sendthe TE messagéorward to B ratherthanin the
reversetoward A. Thus,the effect of the TTL ex-
pirationis to transformthe paclet from an ordinary
IP datagraminto aICMP TE messagehut otherwise
to not perturbthe paclet’s routing throughthe net-
work. This trick of exploiting spoofingto keepthe
TE messagdrom returningto A addressethe sec-
onddifficulty mentionedn Sectionl, thatTE replies
cantake asymmetriaeturnpathsbackto theoriginal
sender

Now considerthathost A sendsa streamof pack-
etsto hostB, somewith alimited TTL suchthatthey
expire at R, otherswith suficient TTL to reachB.
Averagedover enoughinstanceswe shouldfind that
thedifferencebetweerthemeasuredransittimesfor



the pacletsthatexpired at R andthosethat madeit
all the way to B untransformedvill correspondo
the only differencebetweenhe two setsof paclets,
namelythe additionaloverheadincurredat R with
transformingthe original pacletinto a TE message.

Thus, providing we can spoofsource addresses
we canmeasurdehe TE generatioroverheador ary
particularrouterin thepathfrom A to B by selecting
anappropriateT TL to targetthatrouter

A. fsd: TheFast-Rath/Slow-Rth Discriminator

To implementthe abose measurementechnique,
we developeda tool thatwe call fsd Logically, fsd
containsfunctionality for acting as both a sender
of probesaswell asa receiver The operationof
fsdis bestdescribedy consideringa singlesender
recever pair. fsd computesone-way delays, with
therecever servingasa passie entity. The sender
given the recever’s IP addressand the hop count
of the pathto the recever, generateswo kinds of
probes: direct probes(sufficient TTL to reachthe
recever) andhop-limitedprobes(varying TTLs, in-
sufficient to reachthe recever, and insteadselect-
ing different routersalong the path). Each probe
is uniquely identified by a sequentiallyincreasing
probeidentifier, the probeidentifier helpsus corre-
late sentandreceved probes.

As discussedabore, direct probesare intended
to samplefast-pathforwarding at all routersalong
the pathto therecever. Direct probesarespecially
craftedICMP Echo Replypaclets! Their IP iden-
tifier field encodesthe probe identifier Both the
senderandthe recever log the addresseghe iden-
tifiers, andthetimesof sending(or receving) direct
probes.

Hop-limited probesare intendedto tickle ICMP
Time-Exceedegrocessingt a specifiechop on the
pathbetweenthe sendermandtherecever. The hop-
limited probeis alsoa speciallycraftedlICMP Echo
Replypaclet,andagainits IP identifierfield encodes
the probeidentifier The gatavayfield of the ICMP

1The choiceof an ICMP EchoReply paclet was dictatedby
corvenience We could have choserto useUDP datagramshut
that would have necessitatedifferent processingathsfor re-
ceving direct probesand hop-limited probes. We could not
have usedan ICMP Echo paclet becausemost stacksdo not
pasCMP Echoesup to userlevel software.

headerencodeshesenders IP addresse&ecallthat

we cant usethe IP headers sourceaddresssince
thatis spoofedto insteadbe the recever’s address).
Again, both the senderandthe recever log the ad-

dressesthe identifiers,andthe timesof sending(or

receving) hop-limited probesor their TE equiva-

lents.

fsd is carefulto pad both direct and hop-limited
probesso thattheir size exactly matcheghe size of
the ICMP TE responsetherebyavoiding ary sys-
tematicpropagatiortime differenceghatmightarise
dueto paclet sizedifferences.

The sendeperiodically (with somejitter to avoid
synchronization¥endgprobego therecever. It uses
thefollowing decisionprocedurdo generate probe
at eachstep. It first determinesvhetherto senda
direct probe or a hop-limited probe; direct probes
arechoserwith a probability p (0.25in our experi-
ments).Thus,regardles®of thelengthof the pathbe-
tweensenderandrecever, on averagel in 4 probes
are direct probes. If the senderchoosego senda
hop-limited probe, it picks the designatecop uni-
formly. Thus,if thereare N hopsbetweensender
and recever, it picks a given hop with probability
1/N. This procedureallows us to randomly sam-
ple the fastpathaswell asthe TE generatiortime.
Thedirectpathis samplednorefrequentlythaneach
hop, giving fsd a better baselineagainstwhich to
comparethe TE generationoverhead. Sincedirect
probesdo not causeary particularstresson routers,
sendingthemat a higherrateshouldbeacceptable.

Thereexists an alternatve techniquefor measur
ing TE generatiortimes? At eachstep,the sender
sendsahop-limitedprobefollowedby adirectprobe,
bak-to-bak. As before,it picksthedesignatedhop
uniformly. With this proceduregvery TE generation
sampleis associatedvith a sampleof the fastpath,
whenboth probesare successfullyreceved. In that
event, we cancomputeTE generationoverheadby
taking the differencebetweenthe two samples.fsd
hasa modefor this measurementechniquewhich
we useto analyzethe efficagy of this approachin
Sectionlll.

A single instanceof fsd is designedto concur
rently act as a recever, aswell asto sendprobes
to multiple recevers. It takes as input a list of

2Suggestedy Stean Savage.



pairs containing IP addressesand corresponding
hopcountsaswell asan experimentduration. Each
pair represents recever to which the sendersends
probesfor the specifiedduration. Thus,the follow-
ing stepsconstitutea typical fsd experiment: select
asetof probemachinesinvoke fsd on eachmachine
with all the othermachinesasreceversfor a spec-
ified duration; collect all senderand recever logs
centrally;andcorrelatesentandreceved probes.

Somepracticalissuesarisein the contet of de-
signingfsdandconductingvide-areaneasurements.
First, mary routersarebelievedto effect ICMP rate-
limiting,® i.e., theseroutersdo notrespondo ICMP
Time-Exceededhessageatarategreateithanl per
secondAccordingly by defaultfsds inter-probein-
tenal is setconseratively to 1 second.

Secondsincefsds hop-limited probesspoofthe
sourceaddressf the recever, fsd is lesseffective
in the presencef ingresg 6] and/oregressfiltering.
Specifically if the first hop router attachedto the
senderimplementsegressfiltering, all hop-limited
probesare droppedat this router If the sender
is not egressfiltered but the recever is ingressfil-
tered,hop-limited probesare not droppedexceptat
thosehopsbetweenthe ingressfiltering routerand
the recever (this assumeghat fsd doesnot spoof
the sourceaddressn direct probes;we discusshis
below). Thatis becausdahe source addresson the
ICMP TE messges is a valid address it is the
addressof the router that generateshe TE mes-
sage,ratherthan the spoofedaddressof the desti-
nation. Corveniently someingress/gressfiltering
routersgeneratd CMP Administratively Prohibited
unreachablenessageshendroppingsuchspoofed
paclets. We find thatthesetoo areroutedto there-
ceiver, sincethe unreachablés sentto the spoofed
sourceaddress! So we can actually use theseto
measurg(Sectionlll) the Administratively Prohib-
ited generatiortime of thatparticularrouter; but we
cannotmeasurery routersbeyondit.

Third, load balancingon multiple physicallinks
candistortour resultsin a subtleway. Somerouters
in thenternetareconnectedo their next hopsusing

3ICMP rate-limitingis permittedby [4] andhasalsobeenob-
sened in practicefor TE messages[11]However, the extent
of its deploymentis unclear Furthermore,at leastone doc-
ument[1] indicatesthat for one widely usedimplementation,
ICMP rate-limitsonly applyto ICMP DestinatiorlUnreachables.

multiple physicallinks. Usually suchroutersem-
ploy load balancing;they attemptto distribute traf-
fic to thatnext hop evenly acrosshe multiple links.
At leastonevendor[2] implementsioad-balancing
suchthatpacletsfor a given source-destinatiopair
are always consistentlyforwardedto the next hop
on the samephysicallink, but paclets from a dif-
ferent sourceto the samedestinationmay be for-
wardedover a differentlink. Now, becausehe di-
rect probesandthe hop-limited probeshave differ-
entsourceaddresseshey mayactuallytake different
physicalpathsbetweersendemlandrecever!

We canavoid this by spoofingthe sourceaddress
on direct probesaswell. fsd hasa modeto do so,
which we useto evaluatewhetheroadbalancingaf-
fectsour conclusiondn Sectionlll. Onedravback
of spoofingsourceaddressesn directprobess that
if eitherthe senderor the recever is ingress/gress
filtered, we are unableto obtainary TE overhead
samplesalongthe path.

If load-balancingpccurson the pathbetweenthe
designatedhoph andtherecever, thendirectprobes
may travel on a differentphysicalpaththanthe TE
responséecausdhe sourceaddressn the latteris
the IP addres®f therouterathop k. Thisis harder
to avoid* andfsd doesnot attemptto do so.

Finally, fsdis unavareof pathchangesluringthe
courseof anexperiment;a future versionof fsd will
samplethe pathto therecever andadjustthe gener
ationof probegto reflectthe new path.

B. Estimatos for TE Geneation Times

Above we discussedn estimatorfor the TE gen-
erationtime at a particularhop betweentwo hosts
A and B: the differencebetweenthe averagetran-
sit time for hop-limitedprobesprocesseatthehop,
andtheaveragetransittime for directprobesfrom A
andB. While this estimatoris appealingn its sim-
plicity, it suffers from several problems. First, net-
work delaysnot infrequentlyexhibit large “spikes”
[14] thatcansignificantlyskew arithmeticaverages.
Second,it is possiblethat ICMP generationdelays
include similar sortsof spikes. Third, in the pres-
enceof clok skew, the computediransittimes(re-

4For example,onemight attemptto spoofthe sourceaddress

ondirectprobesusingthe addres®f hoph. This stratey, how-
ever, failsif loadbalancingoccursonthe pathbeforeh.



cewvertimestampminussendeitimestamp)canvary
considerablyover the courseof a datasetenoughso
to completely(and artificially) dominatethe delay
comparisons.

In light of theseproblemswe experimentedvith a
numberof potentiallymorerobust estimators First,
we assessednd removed the linear relatve clock
skew presentin the timings using robust linear re-
gressionpasedon the techniquegpresentedn [12].
We thentried applying “min filtering,” i.e.,, com-
paringthe minimumtransittime obsered for a par
ticular hop versusthat obsened for direct probes.
We found, however, that our dataincluded occa-
sional delay “dips,” which dominatedthe minima
even thoughthey clearly appearedo be somesort
of measuremerdrtifact (perhapsa lull in capturing
apaclettimestampatthe sendesside).

To avoid beingskewedby thesedips,wethentried
comparingthe 10th percentile of the transittimes.
However, this, too, proved noisy, we believe dueto
imperfectionsn removing clock skew.

Sophisticatedechniquesor remaoving clock skew
have beenpublishedin the literature[3], but we hit
uponasimplerschemehatminimizesthe effectsof
clock skew andtransientqueueingdelays. Suppose
for a hop-limited probesentat time ¢; we compute
a transittime of h;. Let t;_; denotethe time of
the nearestirect probesentbefoe the hop-limited
probe,andt;; thetime of the nearestdirect probe
sentafterit. Let the correspondingransittimesfor
thesebe d;_; andd;;1. We thenform a weighted
average of the estimatedransittime we would have
obsered hadwe senta direct probeat time ¢ rather
thana hop-limitedprobe:

dit1 —di—1

Czi =d;_1+ (t; — ti—1).

tit1 —ti—1
Thatis, d; correspondso linearinterpolationof the
trendfrom thedirectprobeatt; 1 to thedirectprobe
att; 1, stoppingatt;.

We thentake asour estimateof the TE generation
time for thehhop-limitedprobeattime ¢; the quantity
z; = hi — d;. (For hop-limitedprobeswhich did not
have adirectprobesentbeforeor afterthem,we sim-
ply discardedheprobes measurement(learly the
individual elementf z; might exhibit a greatdeal
of noisedueto fine-graineddelayfluctuationsalong

the pathbeingmeasuredbut we usefor our final es-
timatethe medianof all of the z;, andthat quantity
shouldbe quite robust, reflectingthe overall excess
seenfor hop-limitedprobesversusdirect probes.

The appealof this approachs thatit (i) removes
clock skew, (ii) doessoin afashionthatworkseven
if the clock skew changesover the courseof the
trace,(iii) worksin thepresencef clockjumpssuch
asthosedocumentedh [12], and(iv) smoothesielay
fluctuationsdueto transientgueueing.

In summaryourfinal methodologyfor computing
TE generationtimes at a router R at hop h on the
pathfrom A to B was:

1. Extract from paclet tracesloggedat A and B
the time seriesof direct probesand of probeshop-
limited at h.

« Discardtime seriesfrom pathsthathadaninsufi-
cientnumber(150) of usabledirectprobes.A small
numberof pathshadfewer thanthesemary samples
becausehedurationof our experimentsvasinsufi-
cientgiventhelengthsof thosepaths.

« Discardtransittimesfrom pathstaintedby apath
change. A pathchangemanifeststself in our traces
asachangen theidentity of the routerat somehop
h' attimeT. We only usetransittime sampledefore
T.

2. For eachhop-limited transit time, computethe
corresponding); andz;.

3. Form the estimateof the TE generationtime as
mediariz;).

1. RESULTS

In this sectionwe presentesultsfrom four differ-
entexperiments,eachtwo hourslong (Figure2 de-
scribestheseexperiments) Eachof our experiments
usedthe sameset of ten geographicallydispersed
NIMI probemachinespf which six werenot behind
ingress/gressfiltering routers. Two experiments,
thatwecall V; andVs, usethebasic(or “vanilla”) fsd
designdescribedn Sectionll-A: sourceaddresses
on direct probesare not spoofed,anddirect probes
arenotsentback-to-backvith hop-limitedprobes A
third experimentjabeledS, useshefsdmodewhere
the sourceaddresf eachdirect probeis spoofed.
Thefourth experiment)abeledB, usesghefsd mode
whereevery hop-limited probeis associatedvith a
direct probesentimmediatelyafterit, backto back.
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Fig. 1. Histogramf TE generatiortimes: V; andV; wereobtainedusingthe“vanilla” fsddesign,S wasobtainedy
spoofingthesourceaddres®nthedirectprobesand B by sendingadirectprobeback-to-backvith every hop-limited

probe.

In this section,we discusghe resultsobtainedfrom
thetraceggatheredluringeachof theseexperiments.

In our vanilla datasetsabout310,0000f the ap-
proximately700,000probessent(about44%) were
receved (for the B and S traces the corresponding
percentagewere60%and26%). Thereexist several
reasonsvhy sofew of thesentprobeswerereceved.
In somecasesfsd was startedat differenttimes by
theNIMI softwareondifferentmachinesasaresult,
therewasno functionalreceving fsdalongapathfor
someintenal during an experiment.In othercases,
no hop-limitedprobeswerereceved at all for some

hopsalongthe path, apparentlydue to routersthat
simply do not generatel E messageswWhereoneor
bothendsof apathwerebehindingress/gressfilter-
ing routers,hop-limited probeswere only receved
for some,but not all, hopsalongthe path. Finally,
paclet dropsaccountedor some(lessthan5%) of
thelost probesfor thosehopsfor which probeswere
receved.

Figure 1 depictsthe histogram(using 100 psec
bins) of TE generationestimatedor tracesV; and
V4, obtainedby applying the estimatordescribed
in Sectionll-B. The first thing we seeis that



| Label | Description \ Time \
| Vanillafsd Januaryl9,2002at 1515PST
Vs Vanillafsd January20,2002at0830PST
S Spoofedsourceaddresses| Januaryl9,2002at2130PST
B Back-to-backdirectprobes| Januaryl9,2002at2350PST

Fig. 2. Tableof Experiments

most routers have TE generationtimes less than
500 usecs.However, we alsoseeserseral modalities
commonto both plots: at 1 msec,around2 msec,
andbetween2.5 and3 msec. The joint presencef
thesesecondarypeaksin both datasetsandthe ab-
senceof other peakspresentin one datasetbut not
theother(whichwould be suggestie of possibleco-
incidentalalignmentfor thecommonpeaks)givesus
someconfidencen the robustnesof our estimator
We shouldpoint outthatwe wereableto obtainesti-
matedor approximately7Odistinctrouters.It is cer
tainly concevable that more extensve experiments
may reveal othermodalities.

Thus,while thefirst conclusionis that,in general,
InternetroutersgeneratelE ICMPs with very little
overheadthe secondconclusionis thattheredo in-
deedappeato besomeroutersthatexhibit markedly
slower TE generatiorcomparedo their normalfor-
wardingprocessing.

Onepuzzleregardingthe secondanpeaks,how-
ever, is thatthey areintermittent measurementsf
the samerouterwill sometimesot exhibit the peak.
In addition, the peaksare particularly obsered for
routerson pathsterminatingat oneof the probema-
chines.(In fact,all TE generatiortimesgreaterthan
2.5msedn Figurel wereobtainedrom suchpaths.)
While someof this (in particular the 1 msecpeaks)
canbe explainedas dueto load-balancingseebe-
low), for otherswe have sofar beenunableto iden-
tify a systematierrorcommonto thesepathsto ex-
plainthepeculiarity Indeed jt wasthepossibility of
theseeffectsbeingdueto clock anomaliescommon
to thetwo hoststhatled usto develop the morero-
bust estimatoroutlinedin Sectionll-B, but the phe-
nomenorremainedafterswitchingto it. We arecur
rently investigatingthis inconsisteng further

Figure 1(c) shawvs the TE generationtimes ob-
tainedfrom the S trace. TheseTE generatioresti-
mateswere also computedusing the estimatorde-

scribedin Sectionll-B. We seethattheresultsfrom
S are consistentwith thosein Figure 1, but with
someimportant exceptions. Recall that in the S
experiment, the sourceaddressof direct probesis
spoofed.In S, therefore|f eitherendof a pathwas
ingress/gressfiltered we obtainedno samples.For
this reasonthe peaksin Figure 1(c) arelower than
thosein Figure 1. Figure 1(c) is alsomissing TE
generatiorsamplesaroundl msec whereasoth V4
andV, have peaksaroundl msec. We verified that
thesepeaksin V; andV, weredueto load balancing
— direct probeswere using a different physicallink
thanthe hop-limitedprobes.In fact,all of thesedata
points were from routersalong pathsthat were af-
fectedby the sameload balancinglink. Predictably
thesedatapointsdid not appeaiin the S trace. Fur-
thermore,the S tracedoesnot exhibit someof the
modalitiesin the 2.5to 3 msecrange.In V3 and Vs,
thesepeakswere obsered on somemeasurements
taken on pathsterminatingat a particularprobema-
chine. That probe machinewas ingress-filteredso
thesepeaksdisappearettom the S trace.

Figurel(d) describeshe TE generatiortimesob-
tainedfrom the B trace.In the B experiment,every
hop-limitedprobewasimmediatelyffollowedby adi-
rectprobe.We measured E generatiorimesasfol-
lows. For eachhop-limitedprobesentto a particular
hop,we computedhe differencebetweerthetransit
time for thatprobe,andthetransittime for theasso-
ciateddirect probe. We thenestimatedhe TE gen-
erationtime for that hop asthe medianof all these
samples.In a qualitatve senseFigure 1(d) is also
consistentvith Figurel(a-b)anddoesnotinvalidate
our previous conclusions. However, thereare im-
portantdifferences.t appearghatthe back-to-back
methodin B leadsto overestimate®f the TE gen-
erationtime. Both theV; andVs; exhibit adominant
peakin the 100-200usecrange,but in B thereare
two significantpeakspnein the200-300usecrange,



andthe otherin the 400-500usecrange.More gen-
erally, 75-80%o0f the TE generatiorestimatesn B
arehigherthantheir “vanilla” counterpartsWe also
obsere significantreorderingof the hop-limitedand
direct probessentin B. Of the pairsof hop-limited
and back-to-backdirect probesthat were success-
fully receved,81%werereorderedThus,it appears
thatwhensendinghe probeshack-to-backthedelay
of convertingthe hop-limitedprobeinto a TE allows
the direct probesentbehindit to catchup andoften
passit. If passedoy the direct probe,the TE will
thenexperienceadditionaldelayqueueindoehindit.

Finally, recallthatfour of ourtenprobemachines
were behind ingress/gressfiltering routers. All
theserouterssentiICMP Administratively Prohibited
messaged-or thesefour routerswe canestimatehe
time to generatehesel CMP messagesWe found
thatthreeof thesefour routershadgeneratiortimes
lessthan0.5 msecwhile the fourth exhibited a gen-
erationtime of approximately3.5 msec.

IV. CONCLUSIONS

This paperdescribessomepreliminary resultsin
estimatingthe time taken to generatd CMP Time-
Exceedednessagesatroutersusingatool we devel-
opedcalledfsd Thekey techniqueexploited by fsd
is theuseof pacletswith spoofedsourceaddressem
orderto remove timing complicationsdueto asym-
metric returnpaths,aswell asthe robust estimation
of thegeneratioroverheadbasedn usinglinearin-
terpolationfrom thedirectprobetimings,whichalso
eliminatespossibleestimationerrorsdueto ary lin-
earclock skew.

Understandind E generatiordelayshasapplica-
bility to theaccurayg of severalend-to-endneasure-
menttools, suchaspathdar andtrena Our prelim-
inary resultsindicatethat, contraryto currentwis-
dom, the generatiortimes are generallyin the sub-
millisecondrange. We have beencareful to vali-
datethis conclusionusing a different estimatorfor
TE generatiorthat usesback-to-bacldirect probes.
There are, however, sereral puzzlesrelatedto our
measurementésuchas sporadictiming spikes, ap-
parentlyassociatedvith a particularprobemachine)
thatwill requirefurtherinvestigatiorto resole.
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