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Outline of talk:

� The danger of congestion collapse, and the role of congestion control in
the Internet.

� Change and heterogeneity as conditions of the Internet.

� Speculations on the future evolution of end-to-end congestion control
in the Internet.
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Sub-themes:
� The Internet is a work in progress, with no central control or authority,

many players independently making changes, and many forces of change
(e.g., new technologies, new applications, new commercial forces, etc.)

� So far, the success of the Internet has rested on the IP architecture’s
robustness, flexibility, and ability to scale, and not on its efficiency, opti-
mization, or fine-grained control.

� The rather decentralized and fast-changing evolution of the Internet ar-
chitecture has worked reasonably well to date. There is no guarantee that
it will continue to do so.

� The Internet is like the elephant, and each of us is the blind man who
knows only the part closest to us.

– The part of the Internet that I see is end-to-end congestion control.
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� The danger of congestion collapse, and the role of congestion control in
the Internet.

�
�
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Why do we need end-to-end cong estion contr ol?

� To avoid congestion collapse.

� Fairness.

� As a tool for the application to better achieve its own goals:
E.g., minimizing loss and delay, maximizing throughput.
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Why is cong estion collapse a concern?
The envir onment of the Internet before 1988:

� Datagram routing, for robustness [Clark88].
– Of the seven listed goals for the DARPA Internet Architecture, the most

important goal was survivability in the face of failure.
– Datagram routing was selected as the technique for multiplexing, in-

stead of circuit switching, because it matched the applications being sup-
ported (e.g., remote login).

� TCP used flow control to control the use of buffer space at the receiver,
and Go-Back-N retransmission after a packet drop for reliable delivery.

� FIFO scheduling at routers, packets dropped upon buffer overflow.

� Starting in October 1986, the Internet had a series of congestion col-
lapses.
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Classical cong estion collapse:

Congestion collapse occurs when the network is increasingly busy, but lit-
tle useful work is getting done.

Problem: Classical congestion collapse:
Paths clogged with unnecessarily-retransmitted packets [Nagle 84].

Fix: Modern TCP retransmit timer and congestion control algorithms [Ja-
cobson 88].
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TCP cong estion contr ol:

� Packet drops as the indications of congestion.

� TCP uses Additive Increase Multiplicative Decrease (AIMD) [Jacobson
1988].

– Decrease congestion window by 1/2 after loss event.
– Increase congestion window by one packet per RTT.

� In heavy congestion, when a retransmitted packet is itself dropped, use
exponential backoff of the retransmit timer.

� Slow-start: start by doubling the congestion window every roundtrip time.
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Fragmentation-based cong estion collapse:

Problem: Paths clogged with fragments of packets invalidated because
another fragment (or cell) has been discarded along the path. [Kent and
Mogul, 1987]

Fix: MTU discovery [Kent et al, 1988],
Early Packet Discard in ATM networks [Romanow and Floyd, 1995].
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Cong estion collapse from undelivered packets:

Problem: Paths clogged with packets that are discarded before they reach
the receiver [Floyd and Fall, 1999].

Fix: Either end-to-end congestion control, or a “virtual-circuit” style of
guarantee that packets that enter the network will be delivered to the re-
ceiver.
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Why do we need end-to-end cong estion contr ol?

�
� Fairness.

�
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What is the fairness goal? (the pragmatic answer)

� No connection/session/end-node should hog the network resources.

– TCP is the dominant transport in the Internet (90-95% of the bytes/packets)

– Routers are likely to use FIFO scheduling.

– New forms of traffic that compete with TCP as best-effort traffic in
FIFO queues should not be significantly more (or less) aggressive than
TCP.
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Why is fairness a concern?

Solid Line: TCP Goodput; Bold line: Aggregate Goodput
X-axis: UDP Arrival Rate (% of R1-R2).  Dashed Line: UDP Arrivals; Dotted Line: UDP Goodput;
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Simulations showing three TCP flows and one UDP flow (without end-to-
end congestion control), with a congested link using FIFO scheduling.

13



What is the fairness goal? (other possib le answers)
� Fairness goals not based on pricing:

– Min-max fairness: On each link of the network, each entity has an
equal claim to the bandwidth of that link. (e.g., Fair Queueing.)

– “Global” fairness: Each entity has an equal claim to the scarce re-
sources (where an entity traversing N congested links is using more scarce
resources than an entity traversing one congested link).

– Fairness based on the number of receivers for a packet.
– Other fairness goals ...

� Fairness goals based on pricing:
– Pricing: For some services, bandwidth is allocated to those willing to

pay for it. (E.g., intserv, diffserv.)
– Congestion-based pricing: The “cost” of the bandwidth on each link

varies as a function of the level of congestion (e.g., the packet drop rate).
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Why do we need end-to-end cong estion contr ol?

�
�

� As a tool for the application to better achieve its own goals:
E.g., minimizing loss and delay, maximizing throughput.
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How can end-to-end cong estion contr ol be useful to an application
for its own reasons?

� In an environment of either per-flow scheduling or small-scale statistical
multiplexing:

– The loss and delay experienced by a flow is affected by its own send-
ing rate.

– The use of end-to-end congestion control can reduce unnecessary
loss and delay for that flow.
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How can end-to-end cong estion contr ol be useful to an application
for its own reasons? Part 2:

� In an environment of FIFO scheduling and large-scale statistical multi-
plexing at all congestion points:

– The loss rate and delay experienced by a flow is largely independent
of its own sending rate (holding the congestion control behavior of all other
flows fixed).

– End-to-end congestion control can be useful to a flow to avoid mecha-
nisms that could be deployed by the network to penalize best-effort traffic
that doesn’t use end-to-end congestion control in a time of congestion.

� Tragedy of the commons is avoided in part because the “players” are
not individual users determining their own end-to-end congestion control
strategy and “gaming” against other users.
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Outline of talk:

�
� Change and heterogeneity as conditions of the Internet.

�
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Chang es that affect the evolution of cong estion contr ol:
� The web, and the web caching infrastructure.

� Changes to TCP:
– Fast Recovery, Selective Acknowledgements (SACK), larger initial

windows.

� Active queue management (e.g., RED), non-FIFO scheduling in routers.

� Explicit Congestion Notification.

� Applications that don’t use TCP:
– Streaming multimedia, reliable and unreliable multicast.
– And new end-to-end congestion control mechanisms to support them.
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Related issues: Explicit Congestion Notification (ECN)

� Active queue management (e.g., RED) is being incorporated into routers.
– Routers measure the average queue size, and probabilisticly drop

packets before buffer overflow, as an indication of congestion to end nodes.

� Given that routers are not necessarily waiting until buffer overflow to
drop a packet, routers can set an ECN bit in the packet header instead of
dropping the packet, to inform end-nodes of congestion.

� ECN is an experimental addition to the IP architecture [RFC 2481].
– ECN-Capable Transport (ECT) indication from sender to router.
– Congestion Experienced (CE) indication from router to receiver.
– For TCP, TCP-level feedback from TCP receiver to TCP sender about

ECN indications.
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More chang es...

� Differentiated services (diffserv) and integrated services (intserv).

� New link-level technologies.
– E.g., Wireless links with non-congestion-related packet drops, variable

delay, and modile users.

� Changes in the level of granularity:
– E.g., Mechanisms for sharing congestion control state among connec-

tions with the same source and destination IP addresses.

� New pricing mechanisms.
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Focusing on one chang e in progress:
New end-to-end cong estion contr ol mechanisms.

Why not use TCP for unicast streaming media?

� Reliable delivery is not needed.

� Acknowledgements are not returned for every packet, and the appli-
cation would prefer a rate-based to a window-based approach anyway.

� Cutting the sending rate in half in response to a single packet drop is
undesirable.
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Other possibilities for end-to-end cong estion contr ol
for unicast streaming media?

� Use a rate-based version of TCP’s congestion control mechanisms, with-
out TCP’s ACK-clocking.

– The Rate Adaption Protocol (RAP) [RH99].

� AIMD with different increase/decrease constants.
– E.g., decrease multiplicatively by 3/4, increase additively by 3/7 pack-

ets/RTT.

� Equation-based congestion control: adjust the sending rate as a function
of the longer-term packet drop rate.
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The “stead y-state model” of TCP:
� The model: Fixed packet size � in bytes.

– Fixed roundtrip time � in seconds, no queue.
– A packet is dropped each time the window reaches � packets.
– TCP’s congestion window: � ,� � ,� � + 1, ..., � � � , � ,� � , ...

W

W/2
W/2 + 1

W/2 + 2

W

Time

Congestion
Window

� The maximum sending rate in packets per roundtrip time: �

– The maximum sending rate in byes per second: � � � �

– The average sending rate 	 : 	
 �� ��� � � � � �

� The packet drop rate � : �
 ���� �� �� �

� The result: 	 
 � ��� � � � 
 � � � ��� ��
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Verifying the “stead y-state model” of TCP:

(1460-byte packets, 0.06 second roundtrip time)
Drop Rate (PerCent of Arriving Packets Dropped)
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Solid line: the simple equation characterizing TCP
Numbered lines: simulation results
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The “stead y-state model” of TCP: an impr oved version.

	
 �

� 	 	 �� � " �$# � 	 	 � �� � �� � � � � " � # � � �

(1)

	 : sending rate in bytes/sec

� : packet size in bytes

� : packet drop rate

– J. Padhye, V. Firoiu, D. Towsley, and J. Kurose, Modeling TCP Through-
put: A Simple Model and its Empirical Validation Proceedings of SIG-
COMM’98
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Equation-based cong estion contr ol: Time

Sending
Rate

� Use the TCP equation characterizing TCP’s steady-state sending rate
as a function of the RTT and the packet drop rate.

� Over longer time periods, maintain a sending rate that is a function of
the measured roundtrip time and packet loss rate.

� The benefit: Smoother changes in the sending rate in response to
changes in congestion levels.

� The justification: It is acceptable not to reduce the sending rate in half in
response to a single packet drop.

� The cost: Limited ability to make use of a sudden increase in the avail-
able bandwidth.
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�
�

� Speculations on the future evolution of end-to-end congestion control
in the Internet.
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The future of cong estion contr ol in the Internet: several possib le
views:

� View #1: No congestion, infinite bandwidth, no problems.

� View #2: The “co-operative”, end-to-end congestion control view.

� View #3: The game theory view.

� View #4: The congestion-based pricing view.

� View #5: The virtual circuit view.

� The darker views: Congestion collapse and beyond.
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My own opinion would be that the network research community can use
not only the further development of self-similarity and multifractals in net-
working, but more analysis and understanding in many domains:

� Congestion control mechanisms.

� Global traffic dynamics.

� Asymptotic behavior.

� ...
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Global traffic dynamics:

� Synchronized routing messages [FJ94].

� Undesired synchronization or emergent behavior for other network traf-
fic?

– Possible feedback loop: The TCP feedback loop of a data packet
followed by an acknowledgement packet followed by another data packet.

– Possible feedback loop: Feedback loops in the network of connec-
tions A, B, and C, with a loop where A and B share a congested link, B
and C share a congested link, and C and A share a congested link.
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I would not recommend indiscriminate proposals for new architectures that
would need to be ubiquitously deployed in all of the routers and end-nodes
of the global Internet:

“What simulations and measurements of prototype implementations do
you have that show that it is better than alternatives? What objective con-
crete evidence do you have that it is worth the trouble of changing many
1,000,000s of hosts and many 100,000 routers?”

- [S99], Email to the end2end-interest mailing list.
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