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Abstract to using AQM algorithms in the presence of congestion

responsive flows, which are described in both [FJ93] and

Routers making use of Random Early Detection (REfBCC* 98], and include avoiding full queues, increased
queueing take action to notify sources of growing cofirness between competing flows, avoiding global syn-
gestion levels in the network before their resources aferonization and reducing queueing delay.
exhausted. The RED system hinges on two calculations|n this paper we focus on the RED AQM strategy. To
tracking the average queue size and the probability thataéifempt to control incipit congestion a RED router must
incoming packet is marked for congestion. These two cabmehow determine the amount of congestion currently
culations can be done in terms of the number of packeggcurring in order to apply a suitable amount of back-
arriving at the router or in terms of the size of those pacRressure on the data senders. As noted above, RED keeps
ets (in bytes). Intuitively, these calculation methodeoffan average queue length for the purposes of gauging the
different costs and benefits to traffic. This paper quangiengestion state of a particular link. Queue length can
tatively assesses the impact of using the different quebe-measured in two ways: using the number of packets
ing and marking methods on the performance of traffvaiting service in the queue, or the number of bytes sit-
traversing a RED gateway. We show that in some cagig in the queue waiting to be forwarded. The choice of
the calculation method makes a difference in the perfanetric has implications on the traffic shaping applied by
mance of the system, while in other cases the choice IRisD.
little impact. We also provide a framework for rating the If a router stores packets in fixed buffers regardless of
RED variants in particular situations in an attempt to ajghcket size a 50 byte packet and a 1500 byte packet take
in the choice of variant to use in a specific situations. the same amount of internal router resources (modulo the
packet serialization time — which will be longer for the
. larger packet). On the other hand, if packets are stored in a
1 Introduction single large memory buffer in the router and take only the
) ~amount of memory they need, then the 1500 byte packet
Queueing schemes for Internet routers have receiygfles 30 times more queue space than the smaller packet.
much attention over the last several years for a numberAQHditionally, the delay through a router is dictated by the
reasons, including: the identified shortcomings with tradij,e of the packets in the queue (i.e., the number of bytes
tional drop-tail queues [FJ93], the desire for greater fajh5t must be serialized). There are tradeoffs to measur-
ness [DKS89] and the desire for quality of service for difng the queue in terms of bytes or packets. Some of these
ferent types of traffic [FJ95]. Regardless of the queueifigdeoffs involve specific router architecture (e.g., mem-
strategy used, network bandwidth and buffer space aregiy allocation issues), while others are more generic. In
nite and limited resources of which improper managemepjs paper we take a very generic approach to examining
causes suboptimal operation. Traditionally, queueing Rg piases introduced by the choice of metric (and stay
been done in a “drop-tail” fashion. Queues are passiv%{\)(,ay from specifics of any given architecture).
filled as network congestion levels increase, only drop-gnce the RED algorithm has determined that a queue
ping packets when buffer space is exhausted. In contrastpecoming congested it must inform data sources of
Active Queue Management (AQM) schemes (€.9., Rafjs incipit congestion so that they can reduce their send-
dom Early Detection (RED) [FJ93]) actively manage thgg rates. Rather than slowing all sources (and possibly
queue by "notifying” sources of growing congestion leveaysing oscillations and synchronization effects), RED
els before the queue is full. There are numerous benefifgpapilistically informs sources (with the idea beingttha
“This paper appears in Computer Networks, volume 42, issier, SOUrces sending at higher rates will have a higher chance
2003. of being asked to slow down). When RED determines
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that the router is in a state of growing congestion each wariants with alternate queueing strategies (e.g., drop-
coming packet isnarked with some probability. As with tail, BLUE [cFKSS99], REM [ALLY01], FRED [LM97],
the metric for queue length, the probability of marking etc.). We do, however, believe that investigating biases in
packet can be based simply on the packet arrival itselfather queueing disciplines would be useful future work.
on the size of the packet arriving. Again, tradeoffs in the The remainder of this paper is organized as follof\.
approach taken abound. outlines the simulation environmentwe use to test the per-
The following is a brief overview of the specifics of théormance of the RED variantsy 3 describes the results
RED queueing scheme. Readers are encouraged to re\aéwur simulations using homogenous packet sizes, as a
[FJ93] for more details. comparison against the results show:j #éhwhich covers
_ our experience with traffic consisting of several mixes of
 When the average queue length is less than a lowicket sizes§ 5 describes the results of further simula-
thresholdynin.,, no packet marking occurs. tions that make use of realistic WWW traffit6 explores
« When the average queue size is abaxi,;, and be- the perfqrmance as RED*Bean packet sm&gttmg varies.
§ 7 provides a system for rating RED variants and a dis-
low an upper thresholdnaz,,, packets are proba- . ; ) . .
e : cussion of our simulation results in the context of this rat-
bilistically marked. The mark rate enforced increases . ; :
. ing system. Finallyg 8 summarizes our conclusions and
monotonically from zero when the average queue” o
T . outlines future work in this area.
size isminyy, to maz, when the average queue size

IS maxp.

e Finally, the marking rate increases linearly frorz EXpe”mental Framework
maz, to 1.0 (marking all packet)as the average . . )
queue length increases framuz;, 02 x mazy,. 2.1 Simulation Environment

e When using byte-based marking RED must normaihe simulations presented in this paper were performed
ize each incoming packet to determine its chances it thens-2simulator (version 2.1b8) To evaluate RED
being marked. For this purpose, RED usemean Performance, we created a network with a single bottle-
packet siz§MPS) parameter, which is static valu&€ck and observed how different RED calculation modes
that is intended to represent some “typical” packgtanage traffic through that bottleneck. Figure 1 illussate
size on the link. If the incoming packet is larger thafur topology. The bottleneck consists of a 1.5 Mbps link
the MPS the marking probability is greater, whered4th a one-way delay of 70 ms connecting two routers.
if the incoming packet size is less than the MPS tifeonnected to each router (via Ethernet-like links) are
marking probability is reduced. This MPS parametérhosts that source and sink traffic.
is also used to convert the queue length measurement

from a number of bytes to an estimated number of 460
noae!
packets.
10 Mb, 5ms 10 Mb, 5ms

The pros and cons of measuring and marking in
terms of packets or bytes in RED queues have received
some thought within the research community [Flo97a].
[DEPOO] offers a limited set of simulations comparing @ routerl router2 @
packet and byte marking RED variants. We expand on
[DEPOQ] by using a wider variety of packet size mixes
and traffic scenarios, as well as providing an exploration | node3 nodes
of RED’s mean packet size setting and the fairness im-
plications of the various RED modes. We are aware of
no additional research to date that attempts to experimer
tally quantify the differences between and biases caused
by using byte or packet modes in RED queues. This pa-
per focuses on quantifying the biases offered by RED and Figure 1: Simulated network topology.
confirming the community’s intuition. Specifically out-

of-scope for this paper is comparing RED byte/packetry create traffic through the bottleneck, we setup an
1RED can mark packets by either dropping the packet or using EITP sender and receiver on each of the ten hosts, so

nodel node6

1.5 Mb, 70 ms

node4 node9

explicit signal (e.g., [RFBO1]). five bulk transfers compete for access to the bottleneck
2This assumes thgentlevariant of RED [Flo00], which we used in
our simulations. Shttp://www.isi.edu/nsnam/
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in each direction. The underlying TCP connections alll of the data we reportis in the form of mean values over
use selective acknowledgments (SACK) [MMFR96], dehose 30 trials To ensure differences among the 30 trials,
layed acknowledgments [Bra89], and a maximum adveve seed the simulator's master random number generator
tised window set to 500 packets (simulating automatiath the current time at each invocation.
socket buffer tuning [SMM98] since the congestion win-
d_ow never reaches the advertised window). The paclg?g Notation
size mix used by each of the ten TCP senders varies (as
specified in subsequent sections) to allow observationdfthis paper we use several abbreviations to describe
the interaction between flows of differing packet sizes. the calculation mode under consideration. The abbrevi-
We hold all simulation parameters related to the neion “pg” denotes packet-based option for calculation of
work except the unit for the queueing and marking calc@iueue length, while “bg” denotes byte-based option for
lation and the MPS setting static in all simulations préalculating the queue length. Similarly, “pm” represents
sented in this paper. We do this to focus on assesstR§ Packet-based marking option while “bm” denotes the
the biases of various RED modes. Future work in varfyte-based marking option. Combinations of options are
ing RED parameters (e.gnin,, andmazyy,), bottleneck then indicated by joining their two components together,
bandwidth, using multiple congested points, etc. wouf$ in “pabm” for a queue that measures its length in pack-
likely be useful. However, this work is out-of-scope fofts and marks packets based on their size in bytes.
this initial study into RED’s biases.
The RED queues in each of the two routers share tBeé3 Metrics

same configuration in all cases presented in this paper. o .
We use the following RED parameters (on the advice%& use two principle metrics to compare the performance
f the RED variants in this paper. The first metric is the

[FIo97b], which is reasonably conservative for the pu? e . S
poses of our study) in all our simulations: nainy;, of utilization of the bottleneck link — indicating how well the

5 packets, anazy, of 15 packets, a queue weight,) RED variant is managing the bandwidth. The utilization

of 0.002 and anaz, of 0.10, with gentle mode [Flo00] is defined as all bytes in all packets that cross the bot-

enabled. The two aspects of the RED queue that v I@}wzck gnk (incllédcijng dgta packlets,dzpknowledgl_rnerjts,
in our simulations are whether the buffering is done ader bytes and data bytes). In addition to utilization

terms of bytes or packets and whether the drop probaBYE gauge thg fairness qf the yariou; queuging strat_egies
ity is calculated in terms of bytes or packets. Our simﬁp"d'(ad in this paper using Jain's faimess index [Jai91].

lations do not use explicit congestion notification (ECN-Ehe faimess index is computed as:

[Flo94, RFBO01] for marking packets, but instead drop n 2

packets to signal incipit congestion, becau3ehe num- (Z mz>

ber of ECN aware routers in the Internet is currently small =

and (i) the marking method does not greatly effect the re- [y, wg,- - wn) = =——5—— 1)
sulté. The length of the router buffer is set to 70 packets, n- Z 7

and the mean packet size parameter is set tasldefault i=1

of 500 bytes (unless otherwise noted). When the quankerex; represents the number of total bytes received by
is measured in terms of bytes the maximum length of thegarticular host in our simulation amdis the total num-
router queue is set t) x M PS bytes (or 35,000 bytesber of hosts. A fairness index of 1 indicates that each host
when using the default MPS). transmits the exact same number of bytes. There are alter-

All simulations run for five minutes, with the ten FTPate areas of “fairness” that our analysis does not cover.
transfers starting at random times during the first 30 sdwr instance, a flow using a large number of small pack-
onds of the simulation to minimize any synchronizatiogts may be seen as “unfair” in terms of router CPU cycles
effects that may be caused by starting all the flows simabnsumed when compared to a a flow that uses a small
taneously. We then eliminate all data pertaining to the firstmber of large packets (but sends the same amount of
and last 30 seconds of the simulations, examining orlgtual data). Our focus is on-the-wire fairness, leaving
the times that all 10 flows are actively competing for thedditional evaluations of fairness as future work.
scarce bottleneck resources (and, when the flows are i®everal additional metrics could be used to assess a
steady-state). All simulations with a given set of parametieueing strategy’s efficacy. For instance, the drop rate
ters (packet sizes and RED modes) are run 30 times, anelye report only means in this paper. However, we calculated th
average standard deviation across the 30 runs for eachricpresented

4We ran the baseline simulations presentegl 3nusing ECN and the in this paper and found the mean to be 1.8%, the median to B& dnsl
results are generally within 2% of the results obtained wiiepping the 95t percentile to be 3.2%. Therefore, we conclude that the means
packets. Further, both the ECN and non-ECN simulations shewame presented in the paper are accurate characterization® titmavior of
trends. the particular RED queue.
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may have a direct influence on a user’s perception of emmpared to the marking probability that would be expe-
audio transmission. In addition, the queueing delay ceanced in the packet-based marking mode.
have an impact on interactive (ssh, telnet) traffic. While An additional note about table 1 is that when using
useful to measure we do not focus on these metrics (8F6 byte packets, there is little observable difference in
though this paper does include some of these results) #f- queue’s behavior across calculation modes. This is
cause we believe that the RERin;,, mar, andmaz, due to the proximity of this packet size to our mean packet
parameters are better suited for tuning RED to produgige setting of 500 bytes. The results suggest that when a
the desired queueing delay and loss rate. We do note {§@éue in bgom mode has a mean packet size set close
these metrics are effected to a small degree by the umdgshat of the actual traffic on the network, it will behave
used in the RED calculations and will present results thaughly the same as a queue usinggy, yet can be ex-
illustrate this later in the paper. pected to deal with incoming packets during periods of

link congestion more properly (i.e., based on the packet’s

true size). In§ 6 we further investigate RED’s sensitivity
3 Baseline Simulations to the mean packet size setting.

We also note that when using 1500 byte packets the

First we present baseline simulations with all flows usidgnge in utilization between the RED variants is roughly
the same packet size, to discover any inherent proper#é§6, showing the potential bandwidth cost of using a sub-
of the various calculation modes that appear for homogtimal RED variant.
nous traffic and might confuse the results of simulationsNext we calculated the fairness index for each of our
with mixed packet sizes. We use packet sizes of 296, 5Paseline scenarios. The fairness index for all but one sce-
1500, 4352, and 16000 bytes for these baseline simutasio is over 0.99, indicating a high degree of fairness
tions. Some of these sizes represent common MTUsvdien considering a network with homogeneous packet
Internet links (e.g., 1500 bytes for Ethernet), while otlsizes. The only case in our baseline simulations where the
ers allow for the examination of the parameter space (efgifness index is less than 0.99 is alpa queue handling
16000 bytes). We use the simulation setup, parametéfskB packets.

and topology described 2.1 for these simulations. In the pabm case the average fairness index is 0.9065
across our 30 simulations. The reduced fairness observed
[ Pkt. Size | bg-bm | bg_pm [ pg_bm [ pg_pm | in the pgbm queue is due to the large size of the pack-

206 ] 87.6% | 83.8% | 76.2% | 72.2% ets causing an interaction between the packet-based queue
576 | 81.6% | 81.6% | 80.4% | 80.7% length calculation and byte-based marking. The queue
1500 | 76.0% | 80.9% | 85.1% | 89.1% size is measured in packets, thus staying relatively low
4352 | 71.8% | 79.6% | 80.7% | 89.6% compared to what its length would be if measured in
16000| 62.2% | 61.1% | 59.8% | 80.0% bytes. The problem is that the bottleneck, in this case,
is the bandwidth of the link, which is in terms of bytes
Table 1: Percentage of available bandwidth used by veger second) and so the queue ends up filling itself to
ous configurations. higher capacity when using a packet-based length calcu-
lation than when using a byte-based version. This is be-
cause a single packet in the byte-based queue counts as
Table 1 shows the average utilization (over 30 simd2 (given our mean packet size setting of 500 bytes), thus
lations) attained by all sources at one end of our néicreasing the average queue-length quickly, and causing
work (including both data and ACK packets). The tabl&e probability of packets being dropped to rise. Mean-
shows that for the smallest two packet sizes the byte-bawéile, a packet-based queue waits longer before reaching
queueing and byte-based marking modes give better g@mparable drop probabilities. As the queue slowly emp-
lization than the packet modes. However, for the thréiés, many drops occur, and then the queue begins to fill
larger packet sizes the reverse is true. This is explaineddggin. This cycle can result in race-conditions between
the mean packet size setting of 500 bytes, which affectsth flows, which must fight for the available queue space
the byte-based calculations and is less than the three lafgemall windows of time before the drop probability be-
packet sizes. Therefore, the queue is considered to beames high again. The pgm scenario doesn’'t experience
periencing congestion sooner when measured in termdhs rapid cycling of the queue size because its probabil-
bytes than when measured in terms of packets, caugiiygof marking packets remains low for much longer, thus
more packets to be marked. When byte-based mark#@y/sing the queue length to change more gradually.
is used, the probability of a packet being marked is mul-Since all RED calculation modes are roughly the same
tiplied by factors of roughly 3, 8.7, and 32 for packeh terms of fairness when dealing with homogenous traffic
sizes of 1500, 4352, and 16000 bytes respectively whea can assume that an increase in the range of fairness in-




dices when using traffic with mixed packet sizes indicates pq bq
biases in particular RED variants. pm | 84.62% 68.27%

For comparison, our baseline tests were also conducted 0.4124 0.5492
in a network using traditional drop-tail queueing. The bm | 59.83% 57.49%
drop-tail queues increased utilization in most cases, av- 0.8153 0.9346

eraging roughly 91% utilization in the 1500 byte packet
tests (compared to the RED queues, which achieve 89%
utilization in the best case). In addition, the drop-tallable 2: Overall utilization (upper left) and fairness irde
queue is roughly as fair as RED, with a fairness index ovg@wer right) for extreme simulations.

0.99. The major difference between the RED and drop-

tail queues in our baseline tests is the percentage of byte§v first note that usi ket Ki d id
dropped. In the case of the 1500 byte packet size SinE)Lé- © 1Irs note fhat using packet marking mode proviaes

lation we observed an average of 3.7% of the bytes be tter aggregate bandwidth utilization than byte marking

q d by drop-tail rout d to RED wh Bde. The table indicates that the increased utilization
ropped by drop-tail routers, as compared to w 'EBmes at the expense of fairness. The reason for this
never dropped more than 2% of the bytes. As shown

; . , . '(Rtairness is that the flows consisting of 16 kB packets
[FJ93], this resultis due tq RED's ability to absorb traﬁ'ﬁse a disproportionate percentage of the bandwidth and
bursts better than drop-tail queues. starve the flows using smaller packet sizes when using
packet marking. This effect is especially evident in the
4 Mixed Packet Sizes pg.pm variant where the flow using 296 byte packets ob-
tains roughly 1.5% of the bandwidth while the flow using
To gauge the fairness and performance of RED queuesH&.000 byte packets uses over 55% of the bandwidth. Fur-
ing different calculation modes in a network with mixefh€rmore, the pgm queue shows higher aggregate uti-
packet sizes we simulated three different situations ush#ftion than the other three variants. In this case theelarg
the setup outlined ifj 2.1. The first, dubbed thextreme Packets aid ut!l|zat|on but do.not increase the queue occu-
case, consists of five flows using five drastically differeRNcy proportionally, essentially giving more bang for the
packet sizes going in each direction through our simulat@dck.
network. This scenario proves valuable because by exaglable 2 also shows that using byte modes over packet
gerating the differences in packet sizes, we also exagg@pdes (for both queue length and marking probability cal-
ate any biases that a certain calculation mode has on gHéations) increases fairness. Further, byte mode has a
traffic, thus making the biases easier to observe. We tigggater effect when used in the marking calculation, when
outline two more sets of simulations using mixed packé@mpared to using byte mode for the queue length calcu-
sizes that are less varied than the extreme case. Thesdadi@n. In our simulations using byte marking provides an
useful for confirming biases observed in the extreme cdBgrease of nearly 0.4 in fairness index over packet mark-

do appear in situations that are more realistic (in termsiBg in & queue measured in bytes, and a nearly twofold in-
packet sizes). crease over a queue measured in packets. While in packet

marking queues use of byte-based queue calculation in-
creases fairness by approximately 0.14, and in byte mark-
ing queues fairness increases by roughly 0.12.

In the simulations presented in this section we use thé/WVhen selecting the mode to use for RED calculations
same set of the packet sizes used in our baseline simaldradeoff between fairness and utilization must be made,
tions (296, 576, 1500, 4352, and 16000 bytes), providiag Figure 2 illustrates. The figure shows that utilization
a wide range of packet sizes. Also, the three sizes in thied fairness are inversely related across the RED modes.
middle of the set represent common MTUs of differerthis figure also shows that selection of marking mode has
Internet links. One FTP flow in each direction uses eaghgreater impact on the results than selection of queue-
packet size. measurement mode.

Table 2 shows the mean results from 30 simulations us-The results presented in this section show the biases
ing the extreme packet size mix. The reported values &ED’s different calculation modes introduce. The utiliza-
measured by the five nodes on the right-hand side of dian shown by the different modes has a range of more
topology, including both data coming to the node’s sirtkan a quarter of the bandwidth of the link, while the fair-
and ACKs coming to the node’s sender. The value in thess index has a range of more than 0.5. Given the mix of
upper left corner of each box in the table represents tha&cket sizes in this scenario the results are not indicative
aggregate utilization of the bottleneck link. The numbef what would be observed in a real network. However,
reported in the lower right corner of each box is the faithe extreme simulations quantitatively show RED’s biases

ness attained by the given RED variant. do exist.
5

4.1 Extreme Case



1 tions. In addition, the results of the, set of simulations

%bq‘_bm show more uniformity across RED variants than observed

09 t b bm in the extreme case. For instance, the difference between
L o8l X - the best utilization and the worst is just over 2%. Mean-
g 7 while the range of the fairness index deviates by roughly
= o7t 0.06 between the best case and the worst case. These re-
4 sults are explained by the tighter distribution of packet
'E 061 yzq_pm sizes employed for this set of simulations.

05 | The major reason why the selection of byte and packet

pa_pm modes does not seem to matter as much inithesce-
04 ‘ ‘ ‘ ‘ ‘ % nario as in the extreme scenario is the packet sizes do not
055 06 065 07 075 08 085 09 vary as much in thé/; case. In addition, the packet sizes

Link Utilization are close to RED'’s fixed mean packet size of 500 bytes,
causing the packet modes to be more fair while allowing
the byte modes to better utilize the bottleneck link.

Table 3 shows that the bigm and pgbm mode combi-
nations achieve comparable utilization to each other, as do

4.2 Mild Cases the bgpm and pgpm modes. This again indicates that the
We now focus on two scenarios with less radical (af§'€ction of marking mode has greater impact than the se-
more realistic) packet size mixes than the extreme ca8gfion of queue measurement strategy. In addition, when
discussed above. The first case, dendigduses several the mean packet size setting is properly tuned the byte
small packet sizes: 350, 500, 750, 800, and 1000 byt@k‘?des can obtain utilization near that of packet modes,
The second scenario, denotéd,, uses three flows of thus reducing the degree of trade-off between utilization
1500 byte packets (the Ethernet MTU — and a comm8Rd fairnesg Setting th_e mean packet size parameter is
maximum packet size for Internet WWW flows [All00]) considered in more detail §6. _

one flow using 1250 byte packets and one flow usinglr_laddmon,the setting of the mean packet size parame-
1750 byte packets. These packet size distributions are {#tnfluences how the queues using byte marking behave.
meant to mirror those observed in real networks, but ratfi@eD With byte marking consistently marks packets that
to present two mixes that are closer to reality than the é¥€ bigger than the mean packet size (MPS) with a higher

treme mix. We again use the simulation scenario outlinggduency than those packets that are smaller than the
in § 2.1. MPS. In particular, consider the packet measured queues

in the M simulation. The two flows using packet sizes at
or below the MPS have 28% and 11&&sbytes marked

Figure 2: Utilization versus fairness relationship.

pq bq

pm | 83.11%

0.9156

82.44%

0.9230

bm | 80.88%

0.9759

81.33%

0.9787

respectively by the byte marking queue than when packet
marking is used. In addition, the three flows above the
MPS have 10%, 7%, and 15ftorebytes marked respec-
tively when calculating the marking probability in terms
of bytes.

Table 3: Average utilization and fairness in thg, simu- pq bq
lation. pm | 88.88% 80.88%
Table 3 shows the results from our simulations of the 0.9950 0.9940
. . . bm | 85.11% 75.77%
M, scenario. The table agrees with the main results from 0.9991 0.9998

the last subsection (table 2) regarding both the inverse
relationship between fairness and utilization and the im-
plications of greater utilization using packet modes ardble 4: Average utilization and fairness in the simu-
greater fairness from byte modes. By using a mix @ftion.

packet sizes with a small range, we note better fairness

from all RED modes than observed in the extreme caseTable 4 summarizes the results of the simulations.
Also, note that all RED variants exceptpgqn show im- These results show roughly the same trends we noted in
provements in aggregate bandwidth utilization (by uphe extreme and/, simulations. The inverse relation-
wards of 20%) when using th&l, mix of packets com- ship between utilization and fairness is not as noticeable
pared to the extreme packet mix. The pap variant dif- because all of the queues achieved high fairness indices
fers by less than 2% between th&é, and extreme simula- (above 0.99) due to the tight distribution of packet sizes.




We note, however, that the packet modes once again @@mulations isns FullTcp which allows for bi-directional
formed better in terms of utilization than the byte modedata flow. The maximum packet size for two of the nodes
We also again note that the range in utilization is roughtn each side of the network is set to 576 bytes. Another
13%, indicating the importance of choosing the right catode on each side of the network uses a maximum packet
culation modes. size of 4352 bytes (to simulate FDDI) and the remaining
two nodes have maximum packet sizes of 1500 bytes (ala
Ethernet). We note that we set theaximunpacket size,
butin HTTP client requests generally do not require a full-
We draw the following conclusions from the bulk transfegized packet and so there are variable size packets trans-
experiments presented in this section: mitted in these simulations. Three different traffic loads
are simulated by varying the number of HTTP clients per
e The extreme set of simulations confirm that biasé®st. We use 10 clients on each node light traffic,
are, in fact, present in various RED variants. 20 clients for amoderatetraffic load, and 40 clients for
a heavyload. In all cases, the simulations run for five

* The choice of marking mode has a larger impact Qfinytes and the reported values represent the average of
performance than the choice of queueing mode. 30 random simulation runs.

4.3 Summary

e The choice of RED mode changes aggregate bottle-

U : : Pq bg
neck gt|||zat|on by varying amounts dependmg on pm | 68.44% 66.00%
the mix of packet sizes (e.g., by roughly 3% in the 0.9952 0.9853
M, experiments and by roughly 13% in thé, sim- bm 1 69.11% : 68.88% :
ulations). 0.9777 0.9893

e The choice of RED variant can also have fairness im-
plications (ranging from nearly no difference in g6 5. Utilization and faimess for light WWW load sim-
M, simulations to a range of 0.06 in the fairness iNiations
dex in theM experiments). '

5 Realistic WWW Traffic 5.1 LightLoad

While the simulations presented in the last two sectioh@Ple 5 shows the bandwidth utilization and fairness re-
are useful as baselines, the traffic pattern is not realis§i!'s for the simulations involving a light traffic load
Studies of wide-area traffic show that the majority of I{0 clients per host). All RED modes performed similarly
ternet traffic consists of HTTP transfers for World Wid¥! terms of both aggregate utilization and faimess in these
Web (WWW) resources [TMW97, MCOO]. Genera”ysimulations. Since this simulation places a light load on
WWW transfers consist of transfers of small amounts Bt€ network the number and percentage of packet drops is
data. The goal of the simulations presented in this sectiRall (roughly 0.05%). Therefore, these simulations do
is to determine whether our conclusions from the previolgt ffér insight into the biases of the various RED mech-
sections hold when a WWW traffic pattern is emplofied@iSMS but rather show that in lightly loaded networks the
To simulate RED behavior with a WWW traffic mix choice of RED variant does not have a significant impact
we use the topology and RED setup giver§i@.1, ex- On utilization or fairness.
cept we replace the FTP senders on each host with HTTP
servers and use multiple HTTP clients on each host nddl®? Moderate Load
instead of the single FTP client. The HTTP clients and ) ) ) ) )
servers are standargs HTTP entities that are configuredTable 6 summarizes the results of simulations involving
with a page pool whose average page size is 1024 by%énodgrate load _(20 clients per host). The res_ults show
The clients request resources from the servers across'iifge divergence in the performance of the various RED
bottleneck at random exponentially distributed intervaldodes than noted in the light load simulations. The re-
throughout the simulation (from a distribution with £Ults show that using packet mode for marking increases

mean of 0.01 seconds). The TCP model used in thédiization, while byte-based marking variants show in-
creased fairness. Aside from the_pm combination, all
6We do not claim this scenario is completebalistic, since a realis- modes once again perform similarly in terms of fairness.

tic traffic mix would include long bulk transfers, rate-bdddDP traffic ; ; ~
and many other applications. We are using the WWW traffic nsix a We also note that the packet markmg variants are mark

a second data point in studying the biases present in the RiBnis N9 small paCket_S more often than _Iarge packets. The im-
under study. plication of marking small packets is that a larger number
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pq bq 5.3 Heavy Load
pm | 79.1% 83.8%
0.9349 0.9826 pq bg
bm | 74.7% 80.9% pm | 78.9% 82.7%
0.9886 0.9873 0.7720 0.8289
bm | 71.6% 77.6%
Table 6: Utilization and fairness for moderate WWW load 0.9909 0.9894

simulations.

Table 7: Utilization and fairness for heavy WWW load

need to be marked before congestion is reduced. In gifulations.
simulations we note that the packet marking variants drop
2-3 times as many packets as the byte marking variantslable 7 summarizes the results of our WWW simula-
This situation may have detrimental effects on both reli@ns using a heavy traffic load (40 clients per node). As
and user-perceived performance of network applicatidfighe previous set of WWW simulations, we observe that
and lead to unfair bandwidth sharing between flows. THisieues measured in bytes are able to utilize a greater per-
effect can be seen in table 6 which shows packet markiftage of the available bandwidth than those measured in
queues to be less fair than their byte marking counterpafackets. Additionally, queues marking in terms of pack-

We also find that measuring the queue in terms of byt@i$ show better utilization than queues marking in terms of
reduces the percentage of bytes marked at the expens@/éﬁs- These results are different from our previous bulk
utilization. This indicates that less bytes are being edrritransfer simulations and therefore warrant further discus
through the bottleneck link, but we also note that a greafé@n-
than proportional number of bytes are being marked. TheQur previous simulations (s€e3) suggest that the per-
results, therefore, imply that the average congestiori lef@mance of the byte modes depends on the mean packet
of the bottleneck is lower when measuring the queue$ie parameter. (This will be examined furthersirg.)
terms of bytes. The plots in figure 3 show the averagéhe MPS is accurate for the actual traffic traversing the
queue length kept by RED and the maximum instantiik, then RED in byte marking mode should behave more
neous queue length recorded for each second of the siPropriately when marking packets by concentrating on
ulation’. They-axis is in terms of the mean packet sizthose packets that are larger than the MPS (i.e., the “heavy
(500 bytes) for the bq mode. As shown in the p|otg,itters") during periods of congestion. Also, the MPS af-
both the average queue length and the instantaneous quigels how quickly a queue measured in bytes detects in-
length are generally lower when using byte-based quetiit congestion. Since the capacity of the link is mea-
measurement. This is a direct result of the HTTP trafured in bytes (per some time unit) rather than packets a
fic pattern in which request packets are typically muétieue measured in bytes more accurately reflects both the
smaller than the responses and the mean packet size. TH®sed queueing delay and the congestion level of that
several of them can fitinto a single mean packet size wHEH®. In the previous subsection we present figures that
the queue is measured in bytes but will count as sevetBPW that byte-based queue measurement provided an in-
packets if the queue is measured in packets. creased ability to absorb bursts of traffic when compared

Another reason the queue length is lower when U8-Packetbased queue measurement.
ing byte-based queueing is that the unit of queue meaFigure 4 illustrates the difference in both the instanta-
surement matches the resource being managed. In oftfqus® and average queue lengths maintained by byte-
words, the size of the packet determines how quicklylsed and packet-based queue measurement strategies.
will be transmitted onto the lifk When queueing in Observe th.at in figure 4(a) the instantaneous queue length
terms of packets the average queue size is not direﬁﬂ\g_asweq in bytes never grows larger thanx M PSS,
matched to the serialization time of the packets in tHéile in figure 4(b) the queue length peaks at roughly
queue, hence the increased difficulty in managing tiké x M PS, whichis the maximum queue length config-

queue size and the variability in the length of the me#r€d so packet dropping behavior is forced at that point.
sured queue. Also notice that the average queue length, as calculated
by RED, tends to fluctuate near a slightly lower value in
7The maximum instantaneous queue size for each second dfthe ghe bgbm plot than it does in the pgm queue.
ulation is intended to show the variability in the actual ggisize over
time without overly cluttering the plot with every instan&ous queue
size measurement taken by the RED gateway.
8As elsewhere, we ignore router processing, given that ouulsior
does not provide a means to model the cycles required on paoket
basis.

9The implicit assumption is that packet processing time ggigile.
If a router is CPU limited then the router itself, rather thihwe link,
becomes the bottleneck.

10Again, we report the maximum instantaneous queue lengtisaicin
second of the simulation.
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Table 7 shows a difference in fairness between que@®d Real-World Packet Size Distributions
of different marking modes (of roughly 0.16-0.22), yet ] ) ] .
varying the units of measurement for the queue Iendfhth's section we examine the packet sizes found in two
has little impact on fairess. As in the previous sim$€ts of traces taken at different locations in the network.
lations, byte mode for marking packets outperforms tif4hile an in-depth study of packet sizes_in the_lnternet is
packet-based variant. Byte-based packet marking confa§yond the scope of this paper we provide a simple anal-
ues to attain fairness indices of 0.98 and greater even YfiS Of two sets of traces ta)(provide context for the
der high levels of congestion. These simulations serveSi@ulations presented in the remainder of this section and
a strong argument for using byte-based marking in em_(,q’z) to attempt to gain an understanding of the difficulty

ronments where fairness among competing flows is a ¢f&.0lved in choosing a statimean packet sizgarameter.
sirable property. For our analysis we use two datasets from NLANRis

follows:

5.4 Summary e ADV dataset. This set of traces was taken at the
WAN link of Advanced Networks and Services dur-
ing November 2001. The set consists of 8 traces

for each day of the month. Each trace contains the

We draw the following conclusions from the WWW sim-
ulations presented in this section:

e The importance of choosing the correct RED variant
is proportional to the level of congestion across the
bottleneck link. Therefore, when the link is lightly
loaded the choice has little impact. However, as the
level of traffic increases we see non-negligible ranges
in utilization (roughly 11%) and fairness (roughly

headers of all packets observed in a 90 second inter-
val. On average, each trace contains approximately
184,567 packets with a standard deviation of roughly
175,946 (suggesting a wide range of traffic patterns,
likely caused by diurnal activity patterns).

BUF dataset. This set of traces was taken at the

0.22) between RED modes. .
WAN link of the University of Buffalo during Jan-
uary 2002. The set consists of 229 trace files. While
the goal of the researchers at NLANR is to collect

8 traces per day, on 4 days in the BUF dataset not
all of these attempts were successful. As in the ADV
dataset, each trace contains all packets observed dur-
ing a 90 second interval. On average, each trace
consists of roughly 363,463 packets with a stan-
dard deviation of approximately 365,851 (showing

a wide range of traffic patterns, as noted in the ADV
dataset).

e We also find that byte-based queue measurement of-
fers smaller queue sizes than the packet-based ap-
proach when using byte-based marking.

6 The Mean Packet Size Parameter

While exploring the variants of RED queue measurement
and marking behavior in the above sections, we held the
mean packet size constant (at tiszlefault of 500 bytes).

In this section, we explore RED behavior as a function of

the MPS setting. Incoming packets that are smaller than_. N . .
the MPS are less likely to be marked until the avera%ghgureSshows the distribution of packet sizes found in

gueue length reach@s x maxy;, (Since gentle mode is .ach d]:':lltaset. As ihowg, thehBL'iIIZDSe(\jtaset ha; grfeater frac-
used in our simulations) when a queue uses byte-bagg s oflarger packets than the ataset. Forinstance,

: . : G the BUF dataset roughly 40% of the packets are ap-
marking. Similarly, enqueuing packets with size less thih ™ L
MPS will have less effect on the measured queue len ﬁ)leater 01500 bytes. Meanwhn_e, in the ADV dataset_
when measuring in terms of bytes. This is problemaf, ss than 20% of the packets consist of 1500 bytes. This

for routers whose processing power is limited in packeq t clearly shows that determining a globally applicable

per second because it allows the congestion level to gr ié?jlitl a??)?s?t size for RED’s mean packet size is likely

faster than the probability of signaling congestion. T N vze how th Ketsi h .
opposite is true if incoming packets are larger than the extwe analyze 0\.Nt '€ pac etsizes change overtlme.
ure 6 shows the distribution of the mean packet size

MPS — when the likelihood of being d di Y
when thvt\al aevr:erag e ! qi (Iauc:aoler?gtheilsn%bé?/gz: inmg;?: S and standard deviation calculated for each 90 second trace

marking modes. In addition, the large packets have fex both datasets. The plot illustrates the heterogeneous

ability to increase the measured congestion level mdjalure of raffic (and therefore packet size). The mean

rapidly when using byte measuring modes packet sizes observed in the BUF dataset are more spread

In this section we first briefly present some real-worft than those in the ADV dataset. A wide range of packet

data showing the diversity of packet sizes on the Intern%lz.es are present within each sample as the distribution of

We then present simulations to assess how sensitive R Bstandard deviation illustrates.

performance is to the setting of the MPS parameter. 1The traces are available front t p: / / pra. nl anr . net / PMA/ .
10




Méan Meén i
0.9 Standard Deviation 1 0.9 - Standard Deviation-———- 1
0.8} . 0.8} " .
0.7 + 1 0.7 + 1
0.6 - 1 0.6 - 1
% 05+ g % 05+ |

o o
0.4+ , 0.4+ |
0.3+ 1 0.3+ 1
0.2+ 1 0.2+ 1
0.1+ 1 0.1+ 1
0 — —— T i 0 T P L L L L
0 100 200 300 400 500 600 700 100 200 300 400 500 600 700 800 900 1000
Packet Size (bytes) Packet Size (bytes)
(a) ADV dataset. (b) BUF dataset.

Figure 6: Distribution of the mean packet size and standavihtion per 90 second trace.

packet size” is challenging (as is finding “typical” prop-
erties of network in general [PF01]).

The data we present in this section is illustrative and not
conclusive. We show the heterogeneous nature of packet
sizes in different networks at different times. In the con-
text of the RED MPS parameter the packet size distribu-
tions we show indicate that either RED needs to be ro-
bust to gross settings for the MPS or that RED needs to
be able to dynamically set the MPS parameter based on
measurements taken in the network. Further, we note that

CDF

01r ADV —

ol ‘ ‘ ‘ ‘ BUF -~ a more in-depth study into the causes of different packet
0 200 400 600 800 1000 1200 1400 1600 size distributions and changing packet size charactesisti
Packet Size (bytes) is an area that deserves additional effort from the research

community (but, is tangential to the goals of this paper).
Figure 5: Distribution of packet sizes in the ADV and

BUF datasets.
6.2 Bulk Data Transfer

In the ADV dataset the mean packet size is betwe®o explore the influence the MPS setting has on the three
400 and 600 bytes in just over 90% of the traces. Thisodes that make use of the MPS parameter in their calcu-
is an indication that irsome networkand atsome times lations we run several simulations. For these simulations
determining the mean packet size parameter for REDwe use the network traffic and topology describegii.
within a couple hundred bytes may be straightforward. Qe use two flows of 576 byte packets, two flows using
the other hand, the BUF dataset shows that the differen&0 byte packets and one flow using 4352 byte packets.
between th&" and95!" percentiles of the mean packeWe then run sets of 30 simulations with MPS settings in
size distribution is over 540 bytes. The BUF dataset su@je routers between 250 and 2000 bytes with a step of
gests that asome timesn some networksdetermining 125 bytes as well as at 40 bytes and 4352 bytes. For com-
the mean packet size parameter for RED may be diffiarison, table 8 provides data on queues that do not use
cult (at least for an MPS that would be valid over lonthe MPS parameter. In the drop-tail simulations the mean
timescales). size of packets that arrive at the bottleneck is 985 bytes,

Note that the two datasets are fiifferentmonths and with a median of 576 bytes. Similarly, in the simulations
so the difference in packet sizes could be caused by eitivéh a pgpm queue we observed a mean packet size of
the difference in the networks observed or the different838 bytes, and a median of 576 bytes. Also note that
in the observation period. We do not delve into this to d#e utilization and fairness are similar between drop-tail
termine the exact cause, but rather use these two datageeieing and the ppm variant of RED.
to illustrate that determining some notion of a “typical Table 9 contains the data from our simulations with an



| Metric | drop-tail | pg_pm | | Metric | bg-bm | bg_pm [ pg_-bm ]

Bandwidth Util. | 91.6% | 90.0% Bandwidth Util. | 99.8% | 96.6% | 91.0%

Fairness IndeX 0.6757 | 0.6640 Fairness Index 0.9312| 0.6668| 0.9567
Kilobytes Marked 741 583 Kilobytes Marked| 353 372 644
Packets Marked 789 462 Packets Marked 236 451 459
KB/Packets| 0.94 1.26 KB/Packets| 1.50 0.82 1.40

% bytes marked 1.75% | 1.54% % bytes marked 0.79% | 0.85% | 1.55%
Obs. Mean Pkt. Size¢ 985 1038 Obs. Mean Pkt. Size 897 1072 830

Table 8: Results of baseline simulations using drop-tdible 10: Results of the RED byte-based variants using
and RED pgpm queues. an MPS of 4352 bytes.

| Metric | bg-bm | bg-pm | pg-bm | with the exception that a lower percentage of bytes are

Bandwidth Util. | 27.7% | 24.9% | 90.9% marked. This result confirms that the byte marking mode
Fairness Index 0.8865| 0.9045| 0.9812| s ropust to poor selection of the mean packet size param-
Kilobytes Marked| 1287 | 1297 | 1479 eter in either direction and the increased level of fairness
Packets Marked 1540 | 1537 | 875 and decreased percentage of bytes marked indicate that
KB/Packets| 0.84 | 0.84 | 1.69 in the bg modes it is better to set MPS too high rather
% bytes marked 10.3% | 10.4% | 4.06% |  than too low. All three modes shown in table 10 have
Obs. Mean Pkt. Siz¢ 487 472 782 observed mean packet sizes close to those in the base-

. . line simulations with drop-tail and pgm queues (roughly

Table 9: Results of the RED byte-based variants using 500 bytes). The two variants using byte mode for mea-
MPS of 40 bytes. suring the queue length perform better in terms of utiliza-

tion than predicted by the results in the previous sections.

When measuring the queue in terms of bytes we observe
MPS of 40 bytes. An MPS of 40 bytes is small given thilat utilization exceeds both the drop-tail andpg base-
observed mean and median packet sizes from the basdiimes. We also observe that when using byte-based queue-
simulations (and also that 40 bytes is the minimum TGRg the calculated average queue length stays lower than
segment size). We observe that in thelpg simulations the queue length when measured in terms of packets be-
the small MPS made little difference, as the bandwidtause of the high mean packet size setting. Therefore,
utilization is comparable to that of the drop-tailandjpm when using byte-based queueing the queue uses more of
queues (table 8), while showing greater fairness than the available buffer space, increasing queueing delay and
pgpm case. The main difference from the baselinesdscreasing the ability to deal with burstiness (all working
that there is more marking because the small MPS cauagainst the overall goals of RED queueing). Neither of
the probability that a packet will be marked to increagbese disadvantages are reflected in table 10.
(when compared to the case of a larger MPS). The twoFigure 7 illustrates the bandwidth utilization and fair-
RED variants using byte mode for the queue calculatioess indices attained by the three RED modes using byte
fared worse than the plgm case both in terms of aggreealculations as a function of the MPS setting and com-
gate utilization and fairness. Both bq modes transmit Igssres them to the performance of drop-tail andppg
than a third of the bytes across the bottleneck when coRED queues. Figure 7 is consistent with the results pre-
pared to the pgpm variant and their fairness indices arsented above for the cases when the MPS is set to the ex-
roughly the same (and less than thelpg case). This tremes of 40 and 4352 bytes. The plot shows that the MPS
shows that the byte marking mode is more robust agaihss a greater effect on queue measurement when com-
low mean packet size settings than the byte-based qupaeed to the marking probability because the queue length
measurement mode. is constantly being calculated while the marking probabil-

Table 10 contains a summary of the results of our sinty is only calculated when the average queue length lies

ulations with an MPS of 4352 bytes, which is the largestithin a certain range. Therefore, invocation of the mark-
MTU of any of the links feeding into the bottleneck in ouing function is not only less frequent than queue measure-
topology. In addition, we use 4352 bytes as a large valoent, but its invocation is dependent upon the queue mea-
to explore the behavior of RED when the MPS is largsurement’s result.
than the actual mean size of packets arriving at the routerThe plots also show that utilization improves when us-
The pgbm statistics shown in table 10 are similar to réng byte measured queues as the value of the MPS setting
sults of the simulations involving an MPS of 40 bytegrows larger than the actual mean packet size! This is ex-
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plained by considering an example with an MPS setting
of 2000 bytes and the actual mean size of packets travers-
ing the link is near 1000 bytes. When using bq the queue
will be able to store twice as many packets before sig-
naling congestion when compared to the case when the
measurements are conducted in terms of packets. The
disadvantages of the situation include an increase in the
gueueing delay, reducing RED’s ability to absorb bursti-
ness, and potentially creating a problem when processing
power in terms of packets per second is the limit, rather
than the bandwidth of the bottleneck link. Using an MPS
setting that is large compared to the actual packet size
of the packets traversing the queue is re-introducing the
drawbacks of drop-tail queueing.

Figure 7(b) agrees with our previous simulations, indi-
cating the marking mode is the key ingredient for fairness
and that byte marking produces greater fairness. The main
conclusion we can draw from figure 7(b) is that in terms of
fairness, byte-based marking is robust to poor selection of
the MPS parameter across a range of choices. Thabq
variant, however, suffers a decrease in the fairness level
as the MPS setting increases. Thegg variant obtains
a fairness index on par with drop-tail and_pm queues
when the MPS setting is too high, and achieves better fair-
ness when the setting is too low. The results presented in
this section indicate that it is possible in the.bop mode
to increase bandwidth utilization greatly without drasti-
cally decreasing fairness by merely tuning the MPS set-
ting.

6.3 WWW Traffic

Figure 8 shows the utilization and fairness of WWW traf-
fic through different RED variants as a function of the
MPS setting. For these simulations we use 200 HTTP
client/server pairs (as in the heavy WWW simulations out-
lined in § 5.3) and the points on the plot represent the av-
erage of 30 simulation runs. As in previous simulations
we use 5 nodes on each side of our network to source and
sink data. Two of the nodes use 576 byte packets, two use
1500 byte packets and the remaining node uses 4352 byte

Figure 7: Utilization and fairness as a function of the mpRackets.

setting.

Figure 8(a) shows that the utilization in the WWW
traffic simulations increases with the mean packet size
setting. The plot shows that with an MPS of roughly
1000 bytes or greater (near the actual MPS of the net-
work being simulated) the utilization obtained by the two
byte queueing RED variants is greater than the utilization
of drop-tail queues. The utilization of both variants grows
as the MPS setting increases to the maximum packet size
transmitted in the network.

However, figure 8(b) shows the downside of increas-
ing the MPS setting too much. The plot shows that both
byte marking RED variants achieve a higher degree of

13



Utilization

fairness than drop-tail queueing, as well as the packet
marking RED variants. However, when the MPS setting
is 4352 bytes (the maximum packet size sent in our net-
work) the fairness achieved by the_bon RED variants is
reduced when compared to a more accurate MPS setting.
In sum, the results indicate that the_bm variant of
RED can achieve both high utilization and a high degree
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Figure 8: Utilization and fairness of RED byte-based vasgas a function of the MPS setting.

worked out (e.g., how to average packet sizes and
over what timescales). In addition, a dynamic calcu-
lation costs additional CPU cycles. Without further

study we cannot say definitively that a static MPS

would be preferable to the cost of deriving a dynamic

estimate, only that a static MPS offers reasonable

of fairness when the MPS setting is approximately correct
(within roughly + 250 bytes of the actual mean packet . .
size). Future work in this area could include attempting ~DISCUSSION
to derive a simple scheme to determine and set the MPS
setting in bgbm RED queues in networks with a dynamiffhe results presented in the previous sections quantify the

packet size mix (including reseting the MPS setting on tRghavior of various RED queueing strategies in several
scenarios. Based on the results it is still difficult to ascer

fly based on empirical measurements).

6.4 Summary

presented in this section:

performance assuming somewhat proper tuning).

tain which RED variant (if any) is the “best” across a vari-
ety of situations. To further aid our understanding we have
developed a method for rating the RED variants within

We draw the following conclusions from the experimen&ch simulation scenario, using the following equation:

e We show that RED is robust to MPS settings that
are off by roughly+ 250 bytes from the actual mean
packet size observed at the queue.

occurs in the Internet.

where eachf; €

R=][f"
i=1

)

(0, 1] represents dactor in the rat-
ing anda; is the weight for the-th factor. Thew; terms

e We show that diversity in packet size distributionsum to 1.0. Example factors include fraction of the bot-
However, the majority ofleneck link utilized, fairness index and average fraction
the distribution of average packet sizes in our twaf the queue occupied. Larger valuesgfcan be used to
datasets falls within a range of 500 bytes suggegive more weight to one factor over others when analyz-
ing that a static MPS could be derived for a particing queue behavior.
lar output link. Another approach to the problem of We chose to use the product of the weighted factors to
choosing an MPS parameter is to derive it from tHavor variants of RED that afgalanced Another way to
traffic flowing through the bottleneck dynamicallydefine the rating would be to sufi - «; terms. However,
(much like [FKSS99] suggests other RED parameensider an example with equal weighting for each factor.
ters be derived). While this approach may yield la this casef; = %x,fg = %.r yields the same rating as

more accurate MPS setting there are details that nefgd= f, = %a: Whereas, when using equation 2 the case
14



whenf; andf, are the same gives a higher rating than thariant is the mostvell roundedvariant, given that utiliza-
case wherf, # fi. Thatis, when one factor excels ation and fairness are taken with equal weights and in such
the expense of the other factors the rating is not as gaosituation a well balanced variant is also desirable aecord
as if all factors performed similarly. ing to equation 3. However, while blgm is the highest
From the generic framework defined above we defineated variant most of the time the variant shows the low-
more specific rating to look at the results of our simulast rating in thel/, scenario. Therefore, it is important to
tions. For each variant and each simulation scenario nete that the rating of a variant is dependent on the net-

calculate a ratingR’, as follows: work conditions and just because_bm is often highly
ranked does not imply that it will always perform better
R =U®.FU- (3) than the alternate variants. Determining a worst variant

= L iffi -
whereU is the average observed fraction of the link ut?’-Vhena = 3 is more difficult. Both.pm modes are gen

lized andF is the average observed faimess index. erally ranked low, but ne|_ther dlstlngwshes itself over th
other enough to determine a consistent trend across the

scenarios.

09 U=0.7, F=0. Table 12 shows the rankings (basedih for the RED
0851 Umo2 Foo; variants wheny = £ (i.e., utilization is deemed more
0.8} U=0.8, F=0. important than fairness). As in the case whegr= 1 the

U=0.6, F=0.8------- " . . 2

075 only clear trend from the table is that the_bmq variant is

2 generally ranked either 1 or 2.

: 0 . While both tables suggest that the_bm variant is a
0.65 ¢ Pl ] reasonable choice across a variety of scenarios it is not
o5 always the highest ranked version of RED. Therefore, we
055 encourage operators investigating RED to verify that the

variant choice made is appropriate for the given network

05> 02 04 06 08 1 using the rating system given in this section.

alpha Finally, we note that there are many additional ways to
rate the performance of a queueing scheme to compare
across variants. We believe the rating system outlined in
Figure 9: Examples of the rating defined in equation 3 @fis section is a reasonable method. However, the sys-
a function of the Welght aSSigned to the utilization. tem should not be considerdie way to rate queueing
schemes, but ratherway to derive useful high-level in-

Figure 9 shows several examples of differéhand /' formation about the multiple factors a queueing scheme
values over the range of choices for The figure high- tries to optimize.

lights several properties of the rating system:

e WhenU = F = c the assigned weights have g Conclusions and Euture Work
impact on the rating which is

e The rating ranges fromuin (U, F)—maz(U, F) de- I this paper we explore the various biases exhibited by
pending on. four RED variants. This paper makes several contribu-

tions to the community’s understanding, as follows.
e When the relative weights of utilization and fairness
are equal¢ = 1) andU + F = c we observe higher ¢ \We quantitatively confirnthe biases in RED when

ratings for more balanced situations. That is, when using various calculation strategies that have been
U = F = 0.7 we obtain a higher rating than when widely conjectured.
U=038,F=0.6.
e We show that the choice of calculation unit has more
We calculateR’ for each RED variant in each simula- impact on the marking Strategy when Compared to

tion scenario withx = % and then rank the variants within the queueing strategy.

each scenario and report these rankings in table 11. The

“MPS” lines in the table are taken frofi6 and use an e The choice of RED variant can have a large impact
MPS setting of 1000 bytes (approximately the measured on both the utilization and fairness of the bottleneck
mean packet size in those scenarios). The table shows that (e.g., in the heavily loaded WWW simulations pre-
the _bm modes obtain the highest two ranks most often, sented in§ 5.3), but the choice also sometimes mat-
with the bgbm variant garnering the highest rank in 6 out  ters little (e.g., the lightly loaded WWW simulations

of the 8 scenarios. These results suggest that thienbq presented irg 5.1).
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| Experiment | Section| bg_bm | bg_pm | pg_bm | pg_pm ]

Extreme Mix 4.1
M, 4.2
M, 4.2

Light Load 5.1
Moderate Load| 5.2
Heavy Load 5.3
MPS-Bulk 6.2
MPS-WWW 6.3

P RRPRNRMR PR
NAWER MWD ®
WNN D ®WNDNN
WA WwNEFE WD

Table 11: Ranking of the ratings (from equation 3) across R&fants and simulation scenarios with= %

| Experiment | Section| bg_bm | bg_pm | pg-bm [ pg_pm |

Extreme Mix 4.1 4 2 3 1
M, 4.2 1 3 4 2

M, 4.2 4 3 2 1
Light Load 5.1 1 4 2 3
Moderate Load| 5.2 2 1 4 3
Heavy Load 5.3 2 1 4 3
MPS-Bulk 6.2 1 4 2 3
MPS-WWW 6.3 1 2 3 4

Table 12: Ranking of the ratings (from equation 3) across R&fants and simulation scenarios with= g.

e When using byte-based marking we found that byte- (but, not all networks since the bdam variant is also
based queueing leads to generally smaller queues the lowest ranked variant in some situations).

when compared to packet-based queueing.
Future work in this area should include verifying the

We show that the distribution of packet sizes on redsults with testbed and/or live network experiments. In
networks is heterogeneous. This means that no agfdition, studying the interactions between the RED vari-

particular value for RED’s mean packet size (MPSnts and the RED parameters (exgin,;,) would be use-
is likely to be good across networks. We also shojy.

that performance of RED is robust to MPS settings

that are off by roughly+ 250 bytes. Future work

could include an in-depth study of packet sizes onAcknowledgments
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