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Abstract Keywords: explicit transport error notification (ETEN), ex-
plicit loss notification (ELN), explicit congestion notifie

Wireless and satellite networks often have non-negligidien (ECN), wireless and satellite networks, TCP perfor-
packet corruption rates that can significantly degrade T@NCe, congestion, corruption, bit errors, channel fades.
performance. This is due to TCP’s assumption that every

packet loss is an indication of network congestion (causing

TCP to reduce the transmission rate). This problem has ge- .

ceived much attention in the Iiteratu)re. In I?his paper, \Aje Introduction

take a broad look at the problem of enhancing TCP perfor-

mance under corruption losses, and include a discussioTbé Transmission Control Protocol (TCP) [35] is the most
the key issues. The main contributions of this paper awidely used transport protocol in the TCP/IP suite by to-
(7) a confirmation of previous studies that show the redutay’s common Internet users and applications. One obsta-
tion of TCP performance in the face of corruption loss, amte to good performance of TCP over internetworks with
in addition a plausible upper bound achievable with perfegireless and satellite components is non-negligible tritre
knowledge of the cause of losgj)(a classification of the rates (BER). TCP guarantees that corrupted data will be re-
potential mitigation space, andi{) the introduction of a transmitted by the data sender, hence providing a reliable
promising new mitigation that employs rich cumulative insyte-stream to applications. However, packet loss is also
formation from intermediate nodes in a path to form a bettesed by TCP to determine the level of congestion in the net-
congestion response. work [23] — as traditionally, the bulk of packet loss in net-
We first illustrate the performance implications 0\f\/orks comes from_ router queue overflow (i.e., congestion).
corruption-based loss for a variety of networks via simJ1€refore, to avoid congestion collapse TCP responds to
lation. In addition, we show a rough upper bound on ti&cket loss by decreasing its congestion windewr(d
performance gains a TCP could get if it could perfectly dE#3: 41, and therefore the sending rate. The reduction of
termine the cause of each segment loss — independen@@f“_’”gesuon window is not needed to protectnetwqu sta-
any specific mechanism for TCP to learn the root cause@fty In the case when losses are caused by corruption and
packet loss. Next, we provide a taxonomy of potential pradierefore these needless reducfuor?s in the sending rage hav
tical classes of mitigations that TCP end-points and int&_negatlve impact ona connection’s performance with little
mediate network elements can cooperatively use to decrdddy) overall benefit to the network.

the performance impact of corruption-based loss. Finalliya TCP sender can distinguish packets lost due to conges-
we briefly consider a potential mitigation, calledmulative tion from packets lost due to corruption, better perforneanc
explicit transport error notificatio(CETEN), which cov- may be achieved. The performance benefit can be realized if
ers a portion of the solution space previously unexplorédCP can retransmit a packet lost due to corruption without
CETEN is shown to be a promising mitigation strategy, bueedlessly reducing the transmission rate, while corntui

a strategy with numerous formidable practical hurdles stib protect network stability by decreasing the sending rate
to overcome. when loss is caused by network congestion.

*Appears in Elsevier Computer Networks, 46(3), October 2004  Several approaches have been proposed in the literature to



distinguish congestion losses from corruption losses. Rbe end of a particular link and reports all corruption-lshse
instance, methods to implicitly distinguish corruptioarft loss to a TCP sender. The TCP endpoint registers with the
congestion have, thus far, not been successful [10, 1®tacle (indicating a desire to receive corruption rep@mms)
However, Performance Enhancing Proxies (PEPSs) [12] havieen a corruption loss occurs the Oracle instantaneously
been shown to improve TCP performance [7], but break thetifies TCP of the corruption-based loss. We modified the
end-to-end semantics of the transport layer connection. TIGP sender to record these natifications in a table for later
addition, PEPs that require intrusive header inspectien ase during loss recovery. Of course, this mechanism is not
not able to impact encrypted traffic (e.g., traffic utilizingealistic, but rather the instantaneous and perfect krdyde
IPsec [26]). Earlier work on explicit loss notification ineth the Oracle supplies provides an upper bound on how po-
context of TCP over wireless and satellite links is desatib&ential strategies to mitigate the impact of corruptiosdzh

in [9, 8, 41, 40]. An analysis of situations that can bentssscouldwork.

fit from explicit transport error notification (ETEN) mechagyhen TCp enters its traditional loss recovery phase via fast
nisms is given in [16]. retransmit all losses are repaired per a standard loss-recov
The goal and contribution of this paper is as follows. Firgry technique (e.g., using SACK [28]). Stock TCP reduces
unlike previous work in this area, the bulk of this paper eie congestion windowc{vnd by half upon a fast retrans-
plores the problems caused by corruption-based loss amtl When using the Oracle, TCP queries the table of known
possible mitigations in a broad and generic fashion withazdrruption-based losses. [f the segment being transmitted
regard to any particular mitigation mechanism. To this enda fast retransmit was dropped due to corruptiondivad
Section 2 illustrates the impact of corruption-based packe not reduced, and furthermore, a flag is set indicating the
losses on standard TCP performance across a variety of netad has not been reduced in the current window of data.
work topologies and traffic patterns. Additionally, Sent®d If additional losses within the current window occur and are
establishes a rough upper bound on the performance a T@ORgestion-based (i.e., no Oracle notification for the loss
can attain if the TCP can perfectly determine the causevads received) the TCP will redua@svnd upon retransmis-

a dropped segment (via using an “Oracle” that knows th®n of the first congestion-based loss in the window and
cause of each loss). Next, Section 3 presents a detailed tdgar the flag that indicates a congestion response has not
onomy of the possible methods for mitigating the effects béen invoked. This scheme is similar to using TCP SACK
corruption-based loss, including the pros and cons of vdiid1] or TCP NewReno [19] in that on@vndreduction per
ous schemes. In Section 4 we depart from the broad, genéinss event” is taken.

terms Qf the previous sectlon_s and pres_ent a_prellmlnary fXthe case of loss detected via the retransmission timeout
amination ofanqvel mechan_|sm_f0r coping with corruptio RTO), TCP behaves the same regardless of whether Ora-
based losses using cumulative information provided by th@ qtifications have arrived. In other words, Oracle noti-

network. Finally, in Section 5 we conclude and summarizg..iions have no impact after an RTO. While in any given

situation this is necessarily sub-optimal a clean and ggner

approach remains illusive. Upon an RTO expiration TCP
2 Can ETEN Help? generally makes the decision that all segments sent are no

longerin the network (and the SACK scoreboard is cleared).
In this section we present several simulations to Co-ﬁherefore, |f the Sending TCP uses Oracle notiﬁcations to
cretely illustrate TCP's performance problems caused @§termine that @wndreduction is not necessary a poten-
corruption-based loss across a variety of network typddlly large burst of segments may be sent (burstsazarse
In addition to the impact on stock TCP, we examine @ngestiorin some cases [22]). A second problem is that
TCP variant that uses “Oracle” notifications to gain perfe@transmission after an RTO is fairly gross with TCP often
knowledge about the cause of packet loss and therefore ¢8Rding many more segments than necessary [3]. There-
mitigate the performance issues. We believe this secdfEe. in the vast majority of the cases (based on the data pre-
TCP variant, discussed in section 2.1, is a plausible uppg®nted in [3]) a segment would be retransmitted for which
bound on the performance gains a TCP could expect fr&¥ Oracle notification was received (and, in fact was not
a scheme to combat the issues created by corruption-b£&! lost) and therefore causevandreduction.

loss. Finally, we note that in some cases (e.g., highly interac-
tive traffic) the optimal response to an Oracle notification

. would be to retransmit the corrupted segment immediately.

2.1 Oracle Notifications However, retransmission outside of a traditional TCP loss

) _ recovery period ends up having implications later in the
We extended thes-2simulator [31] (version 2.1b9) 10 SUPqnnection due to the reordering of events. The problem
port our simulations. We added an “Oracle’tsthat sits at



stems from a retransmission being queued behind pacleststion. TCP’s goodptiat these BERs effectively makes
with higher sequence numbers. This causes the TCPthe plots presented in this section more difficult to read by
ceiver to transmit duplicate ACKs, which the sender, Btretching they-axis by several orders of magnitude. There-
turn, uses to detect loss. The TCP sender then need$ote, we omit these simulations from the following discus-
remember which segments have been retransmitted outsides, but summarize the simulations with the following two
the traditional loss recovery phase and which have not. Amints: First, TCP performs quite poorly at very high BERs
cordingly the TCP sender must be able to determine wh@ften obtaining an average of less than 1 byte/sec). Second
and if to invoke congestion control. We believe that such iae find that the Oracle notifications do not help TCP per-
sues could be worked out given enough effort at redesignfegmance in this regime due to the excessive loss and RTO
TCP’s traditional notions. However, in this paper we focusehavior (including RTO backoff).

on bulk transfers, in which case the key objective is to keep
the sending rate from being needlessly reduced. Therefore,

we did not focus on optimizing when retransmits are sent 10ee SACOCk SACK
with respect to the delay in getting the data to the receiver.

L T e R
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2.2 Single Flow Simulations 5 N

< 10e4 .,
The first set of simulations involves a simple topology with § \
one link between the sender and receiver. The goal of thes@ 1003
simulations is to illustrate the impact of corruption-badse
loss on TCP performance, as well as to show a plausible
upper-bound on the performance that could be achieved 10e2

with a perfect-knowledge mitigation. 0 10e-1l 10e-10 10e-9 10e-8 10e-7 10e-6
. . . L Bit-Error Rate
In our simulations, we use three different combinations of

bandwidth and delay for the link, as followsi) @ Long-

Fat Network (LFN) with a one-way delay of 250 msemd Figure 1. LFN: Oracle vs. Stock SACK TCP

bandwidth of 10 Mbps;i) a Short-Fat Network (SFN) with

a one-way delay of 25 msec and bandwidth of 10 Mbps aRidjure 1 shows the performance of a single TCP connec-
(¢7) a Long-Thin Network (LTN) with a one-way delay oftion over the LFN topology as a function of the bit-error
250 msec and bandwidth of 1.5 Mbps. All transfers arate plotted on a log-log scale. The plot shows the gen-
run for 30 minutes (ensuring that even when corruptionésal degradation of performance as the BER increases for
a very low rate event it happens in every transfer). We agtock TCP. The reduced performance motivates the study of
plied a uniform bit-error rate (BER) dfo—*~10~'! to the mechanisms to mitigate the dramatic reduction in goodput
link. The highest error rate is just under 1% packet losaused by corruption-based loss. In this situation we note
rate — above which TCP does not cope well. We used tihat even at a BER dfo—!! the performance of stock TCP
nsstandard-ullTcpSackTCP variant. The TCP advertisechas been reduced by roughly 10% when compared to the
window was set to 2400 segments — large enough to newerruption-free case

be a factor in our simulations. TCP uses a segment S|ze1.ﬂfe plot also shows that with perfect knowledge of the

236 bytes. The capacity of the drop-tail queues appliedctguse of drops TCP can improve performance dramatically.

the link is set to the delay-bandwidth product of the nqil'owever, as the BER increases the performance suffers

work. In all the following plots the point on the far left S'd?ﬁ\'/en with the Oracle’s assistance. In this regime, the RTO

of the figur_e (at a BER of ;ero) is a baseline transfer wi ys a large part in loss recovery — which means that the
28 corrup_tgﬁn dr(r)]ps.t I? t_hls |Ioa:_per we rep?rt the meané) rfect knowledge that has been gathered cannot be reason-

runs with each set of Simulation parameters. ably applied, as discussed in Section 2.1. In our LFN sim-
The simulations with BERs of0~* and 10~ follow the

trends shown in the following results. Furthermore, at 2The goodputof a flow is defined as the bandwidth delivered to the

these BERs, the difference in performance between stégjelver. excluding duplicate packets [20]. We calculéte goodput by
' dividing the total number of unique bytes arriving at theereer by the

SACK TCP and SACK TCP enhanced with Oracle SUPPQration of the TCP connection (Note: the header bytes afethmique

is nearly non-existent in all simulations presented in thisckets are also included).

3This aspect is difficult to see on the figure due to the loganithscal-
1The propagation delay between the Earth and a geo-synals@atel- ing of the axes; we use the logarithmic scaling in order td blestrate

lite is roughly one-eight of a second, yielding a one-waypagation delay how the overall performance varies with BERs across sewstrs of

of 250 msec and a round-trip time of 500 msec. magnitude.




ulations without corruption-based loss the RTO timer never 1ge5
fired. On the other hand, the RTO timer expires an average
of 117 times during the Oracle assisted transfers at a BER
of 1075 (and an average of 130 times without the Oracle). &

s/sec)

) 10e4 T
These results suggest that mechanisms to conduct loss ré- N

covery without relying on the RTO timer when the sending = \ )
rate is low would be useful. Such mechanisms would reduces

the need for the gross loss recovery that the RTO timer ofterg 10e3
causes [3]. In turn, finer-grained loss recovery may help the

TCP sender determine the root causes of the loss which can Stock SACK ———
then aid performance. Mechanisms such as Early Retrans- 1002 SACK w/ Oracle ----x----
mit [2] and Smart Framing [30] may be useful in this space 0  10e-11 10e-10 10e-9 10e-8 10e-7 10e-6

and warrant further study. Bit-Error Rate
10e6 Figure 3: LTN: Oracle vs. Stock SACK TCP
n
kg 1065 the bottleneck link than used in the LFN set of simulations.
) LUBO o ST .. . .
g T However, we also note a similar decline in performance as
< \ the BER increases, as we have illustrated previously. Fur-
§ ther, with the Oracle’s help the performance is significantl
§ 10e4 improved over stock TCP — again suggesting that mecha-
nisms that offer TCP more information about the cause of
Stock SACK losses would be worthwhile to bulk data transfer applica-
1083 SACK w/ Oracle - tions.

0 10e-11 10e-10 10e-9 10e-8 10e-7 10e-6
Bit-Error Rate

2.3 Competing Traffic
Figure 2: SFN: Oracle vs. Stock SACK TCP To verify that the above results hold in a slightly more prac-
. . tical environment our next set of simulations involves com-
Figure 2 shows the performance of a single TCP Conn%%'ting traffic. While this simulation is still not a realisti

tion over the SFN topology as a function of the BER 0N ggnet setting, it gives a glimpse of how TCP copes with
log-log plot. When compared to the LEN simulations preg i tion-based loss when there is also contention for bot
sented above, the SFN plot shows that the shorter RTTyaf e ok resources between various traffic flows. The simula-
the r_1etw0rk aids TCP performance by “ghte”'”g the cofng presented in this section involve a four node topology
gestion cont_r_ol Iqop. Stock SACK’s performance flrst_dro%th a TCP source and TCP destination separated by two
below full utilization (by roughly 85%) at a BER db™* in routers. The link between the end nodes and the routers has

i . . 1
this set of S|mulat|ops — much Igter than the BER of a capacity of 10 Mbps and a one-way delay of 1 msec. The
where the dropoff first occurs in the LFN case presentm( between the routers has a capacity of 1.5 Mbps, a one-

abovg. Additionally, we see the performance at the Wo(ﬁéy delay of 250 msec and router queue sizes set based
_BER IS an order Of magnltuqle better than the same poif yhe delay-bandwidth product of the path (these are the
in the LFN simulations. Wr_nle the shorter fe_edback 100, me settings used for the LTN experiments outlined above
aids TCP performance, the impact of corruption-based 1§y shown in Figure 3). The competing traffic consists of
is still significant (over an order of magnitude differen¢e g, constant-bit rate on/off UDP flows in each direction
high error rates). Finally, in these experiments we agaj{Jer the bottleneck link (between the routers). The on and
observe the power in being able to det_erm_m_e '_[he causefiliimes of the flows are dictated by an exponential ran-
each packet loss and how that power is diminished as fi&,, process with mean on and off times of 0.5 sec. When
connection starts to rely on the RTO for loss recovery. on each flow sends at 0.25 Mbps. When all competing flows

inally, Figure 3 shows the performance of a single e active they consume two-thirds of the bottleneck capac-
Finally, Fi 3 sh h fi f a single TGR ive th hirds of the bottl k
connection over the topology as a function of the . The first ow in each direction is starte msec

i he LTN I f ion of the BERy. The first UDP flow i h direction i d 60

plotted on a log-log scale. In this plot we see that TARto the simulation, with an additional UDP flow starting
has lower goodput due to the smaller amount of capacityioreach direction every 50 msec (until four on/off flows are



active in each direction). 3 A Taxonomy of Corruption Notifi-
cation and Response Mechanisms

10e5

StoéI/< SACIK‘~— In this section we present a taxonomy describing the range
SACK Wi Oracle e of mechanisms that can be used for loss discrimination, ex-
plicit transport notification, and mitigation. First, we-of
0 e G e fer the following definitions to clearly distinguish diffemt

\ transport protocol mechanisms, as illustrated in Figure 5:

10e3 e Flow control is exerted by theeceiverto prevent the
sender from transmitting data at a rate that exceeds the
capacity of the receiver.

Goodput (bytes/sec)

10e2 i i i -
0 10011 10010 1000 1008 1007 1066 » Congestion control [15] and avoidance is used to pre
Bit-Eror Rate vent the sender from transmitting data too quickly for

thenetworkto handle.

Figure 4: LTN with competing traffic e Errorcontrolis a function needed for the reliable deliv-
ery of data; this function is responsible for retransmit-
ting information that is lost (due to either corruption or

Figure 4 shows the average goodput of the end-to-end TCP congestion) between the sender and receiver.
connection over 30 simulation runs as a function of the BER

on alog-log plot. The figure shows the same general trends

illustrated in the single connection LTN case. The impact
of the bursty on/off traffic is to reduce the available bettlglw'V control

Transport Layer Control

Error Control Congestion Control
neck capacity by roughly one-thftrdThe figure shows that | |
corruption-based loss negatively impacts stock TCP perfor™  &mor control Response Loss Notfcation
mance in a scenario with competing traffic. Further, the ! | | |
ﬁgure ShOWS that Wlth perfeCt knOWIedge a TCP Sender can Congestion Notification Corruption Notification

enjoy performance benefits across a range of BERs, but the | I
benefits diminish as the BER increases and TCP relies more
heavily on the RTO for loss recovery.

Figure 5: Transport Layer Control

In this paper we are concerned with error control, in particu
lar discriminating loss that is caused by corruption frosslo

2.4 Discussion caused by congestion. Congestion-based losses are caused
by resource contention or control in networks. For instance

The results in this section confirm previous work (e.g. [9, gackets arnwgg ;t a ro(;Jte_r :jhat t_has ex?auited its b ljjﬁs '
41, 40] in showing that schemes that allow a sending Tér'gar_nory May be dropped —indicating contention caused by
to determine the cause of a segment loss would be usefﬁt@'smamh in the packet arrival and packet departure rates

bulk transfer applications, especially in networks witmno atthe router. In this paper We.V\."" use th? tecmgegtmn
negligible packet corruption rates. This conclusion hol ssto refer to packgts not arriving at their destination due
across a number of different network types and a range gfesource contention somewhere along the path.
BERs. We classify the solution space for mitigations in tgorruption is generally caused either by channel errors
next section. (such as background noise or interference) or by hardware
errors in network components [44]. Corruption can con-
sist of bit errors, packet loss, or burst errors, dependimg o
; o the duration_ of a particular error event. We will use_the
_"The UDP flows are expected to consume one-third of the capaghy corpyption lossto refer to packets that do not arrive
since the flows are set up to consume two-thirds of the bettlecapacity . . . . . . .
when all flows are sending at the same time and the flows aregooedi  INtact at their destination due to the information conteine
to send roughly half the time. in the packet (either header or payload) being unexpectedly




changeé@ during transit. TCP Westwood is a sender-side modification to TCP Reno
that continuously estimates the bottleneck capacity fer th

L end-to-end path (based on the times when acknowledg-

3.1 Loss Discrimination ments are received), and adjusts the congestion window

based on the estimated capacity [14]. Since packets dropped

Loss discrimination refers to determining whether a packgte 4 corruption should not reduce the estimated capacity

loss event was due to corruption or congestion. We defigqming accurate measurements and estimation), the loss
two major classes of loss discrimination:

0 implicit and eXjiscrimination is thereforémplicitly included in the con-
plicit. gestion response.

TCP Peach, a congestion control scheme proposed for satel-
3.1.1 Implicit Loss Discrimination lite networks, uses dummy segments (that must be treated

as low-priority segments by all intermediate nodes) to prob
Implicit loss discrimination does not rely on mechanismge availability of network resources [1]. If all the dummy
that definitively identify the causes of packet losses. Bathsegments are acknowledged, then the sender interprets this
implicit discrimination mechanisms make assumptions @@ evidence that there are unused resources in the network
the cause of loss to determine the appropriate error, fl4g accordingly can increase its transmission rate. In TCP-
or congestion control response. This inference can spangh@ch, corruption errors are not explicitly notified, but in
range: steadimplicitly accounted for by the capacity estimation

strategy.
e All losses are due to congestion; this assumption is

valid in networks that are engineered to have highly re- o o
liable links, and is generally valid for wired networks3-1-2  Explicit Loss Discrimination

This is the assumption that TCP makes and has pre- . L .
vented congestion collapse in the traditional wired ifexplicitloss discrimination is based on mechanisms that ex-

ternet. This assumption is conservative in that it erplcitly signal loss due to corruption, congestion, or both

on the side of protecting the network at the expenselbfis important to note that corruption cannot be directly
performance when loss is not caused by congestioninferred from explicit congestion notification (e.g., ECN
[21]), and vice versa. This is due to the fact that a

* Los;es may either be due to corr.uption or due t_o. CO@E\Ven packet may experiend®th congestion as well as
_g?stlon, or both. It may_be p]E)SSIb||(e tcl) use addltgjoggé dropped due to corruption. Furthermore, in cases where
information (e.g., grouping of packet losses, and dgese mechanisms are cumulative or statistical in nature, i

lay variations) to better infer the cause of 10Ss. Fofy;qmes more difficult to infer one from the other.
example, networks that use a different form of conges-

tion control than TCP’s loss-based scheme (e.g., de&@,_this paper we focus primarily on explicit loss discrimi-

based congestion control [13] or congestion contr@ftion. We present a taxonomy fexplicit transport error
that relies on explicit information from the networkotification(ETEN) mechanisms next. We examine ETEN

[25]) could enable such inference. mechanisms along two orthogonal axes, namely, node be-

havior and control loop issues.
e All losses are due to corruption; this assumption is
valid in lossy networks where there is no chance of )
congestion, either due to overprovisioning or guarad-2 ETEN Node Behavior
teed resource reservation.
There are two classes of behavior of concern to ETEN: no-

Previous work (e.g., [10]) concluded that implicit |oss_di§ification and response. This is reflected in the behavior of

crimination is not an effective strategy. However, cofVe types of nodes:

gestion avoidance behaviors based on accurate estimation

of the end-to-end path capacity can enhance TCP perfol. The senderis the transport endpoint that transmits
mance in certain environments in which losses can occur data, and is typically responsible for response behav-
both due to congestion and corruption. Examples of conges- ior. In the case of reliable end-to-end communication,
tion avoidance behaviors that implicitly account for cgrru this is the node that will be required to retransmit data
tion losses based on path capacity estimation include TCP that has not successfully reached the receiver. In the
Westwood [14] and TCP Peach [1]. case of TCP, the sender is also responsible for conges-
tion control decisiorfs

5Some packet transformations, such as TTL reduction, arectsg
and are not considered to be packet corruption. 6The sender ultimately controls the data transmission ratesa is




2. Thenotifieris a node that detects a corruption eve@ender observationsonsist of understanding corruption
and initiates a notification that will ultimately reach theignaling from the notifier (whether as explicit ETEN sig-
sender. The notifier may involve the receiving node, aaling messages or embedded in returning acknowledg-
the intermediate nodes along the communication pathents), congestion information (whether explicitly sitpua

asin ECN or inferred as in the lack of an acknowledgment),

Note that in this work we are concerned with only corruﬁ‘-s well as local observations on its own environment, such

tion losses that are end-to-end in scope. Generally spekoffered load.

ing, mechanisms that attempt local recovery of lost packender decisiondetermine what action should take place
ets and try to hide those losses from the sender are based on notification and other observations, for example
of scope for this paper. In particular, link-layer retranshe time and granularity of retransmissions. A key addi-
missions, link-layer Forward Error Correction (FEC) antional decision is the determination of the likelihood that
performance-enhancing proxies [12] (e snpop[9]) may a given loss event is due to congestion, particularly in the
be used in conjunction with the mechanisms involving tlabsence of explicit congestion notification. As mentioned
end-hosts discussed in this paper, but are specificallyfougarlier, this cannot be correctly inferred in the absen@mof
scope for our discussions. ETEN noatification, since a given loss event may be due to

The sender and notifier nodes each extibservationde- POth corruption and congestion.

cision, andactionbehaviors, discussed briefly in the followSender actionare simply the actions taken in response to
ing subsections. corruption, including packet retransmission and dynamic
FEC strength adjustment. Additionally, sender actions in-
clude the appropriate congestion control action, such as
3.2.1 Notifier Behavior throttling the sender’s transmission rate.

The notifier, as defined earlier, is either an intermediate B7€ N€Xt section describes various control mechanisms that

receiving node that detects corruption and is responaiiule?an be applied to the notlfl_er—sende_r control_ loop. In some
acting in a manner that will ultimately notify the sender. cases the sender and notifier behavior are highly dependent
on one another. For example, if the notifier uses out-of-

Notifier observationsonsist of detecting corruption eventsyasnd packward ETEN signaling messages to indicate cor-

fore_xample due to a checksum calculation or feedback fr‘?Ubtion, the sender must be capable of receiving and pars-
the link layer. ing the messages. In other cases, the notifier and sender
Notifier decisionsletermine when and how to make corrugnay operate independently. For example, the granularity
tion notifications. For example, in the case of cumulatiw corruption notification may be smaller than, equal to, or
ETEN the notifier will have to determine the time intervdarger than the granularity of sender retransmission.

over which to compute corruption statistics and the times

at which the notifications should occur. If multiple mech-

anisms are in effect, the notifier must decide which is the

appropriate one to use.

Notifier actionsare the signaling mechanisms used to report
corruption-based loss. This may range from sending an &3 Control Loop
plicit ETEN signaling message directly back to the sender
on the detection of a corrupted packet (out-of-band ba(és-

ward packet-granlariy ETEN) to modifing a header ieg sl % W00 R Baat Pl 0 oot
that is accumulating path corruption statistics (in-baod f e : X )
nd notification of corruption and tlsendernf information

ward cumulative ETEN). Notifier action might also consi% .
. L at must respond in order to enable recovery from the cor-
of dropping a corrupted packet or merely marking it as cot-

L . T ruption losses. The notifiers may be intermediate network
rupt as it is forwarded. The range of actions is discusse :

. . nodes, the receiver, or both.
further in Section 3.3.

In the following subsections, we describe in detail the var-
ious aspects of this control loop, namely} feedback, ;)
3.2.2 Sender Behavior locus, ¢i7) granularity, ¢v) in vs. out-of-band signalingyj

direction of control information flow, and,{) determinism.
The sender is the node that will have to take actions to

transmit data once it has been notified. Wi illustrate the taxonomy from the perspective of the re-

sponse in Figure 6, and provide a notification-centric per-
always at least aomponenbf congestion control. spective in Figure 7.




Error Control Response
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Figure 6: Error Correction Response
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3.3.1 Feedback lation, else the payload may also have to be corrected at in-
termediate routers) to ensure mis-forwarding. Furtheanor
The ETENfeedbackoop can be open, closed, or a hybridfor any given path MTU, the use of variable strength FEC

Closed-looffeedback requires that acknowledgments (pd8£ans that the MSS seen by TCP will fluctuate with the

itive or negative) are returned to the sender to indicatewhcOrruption rate.

packets have been received intact and which have been Gt interactions of end-to-end TCP mechanisms for flow
rupted. This is typically an ARQ mechanism with a numeontrol, loss recovery, and congestion avoidance with era-
ber of possible variants such as go-baxdnd selective re- sure codes is much more subtle. There is tension between
peat. erasure codes, on the one hand, trying to mask all packet

Open-loogfeedback uses forward error correction (FEC) 1855€S (whether due to congestion or corruption including
provide statistical guarantees on a packet's succesahsg+r fades) and prevent retransmissions, while TCP on the other

mission. Often FEC schemes are tightly coupled with a p&@nd: relying on the congestion losses to provide feed-
ticular channel corruption model. back to congestion avoidance mechanisms. This masking of

losses challenges the fundamental ETEN goal of being able

Hybrid open/closed-loop feedback combines DO giscriminate between corruption and congestion packet
mechanisms: open-loop FEC to reduce the need fg

§ses.
acknowledgment-based retransmissions, with acknowled%—
ments as necessary to trigger retransmitsguatanteghe 1 CF ACKs carry the sequence number of the next byte of

delivery of data (or, at least an understanding by the senf@f2 the receiver expects to arrive. This allows the sender t
that the data was not successfully delivered). determine packet losses and adjust the congestion window.

When erasure codes are used, this feedback is insufficient

There are fundamentally two ways in which FEC stratgice the last segment being accounted for (as received)
gies can be used for ETEN: either the error correction cogle, pelie the fact that some packets could have been lost
can be contained entirely within each packet or it can Rge o congestion (but were reconstructed at the receiver).
distributed across multiple packets. In the first case, e"’E:Hough packets must be dropped so as to exceed the capa-
packet can include additional bits of error correcting mfobility of the code before the TCP sender is actually notified

mation; intermediate nodes can detect and if possible cgf¢ongestion. This added delay might make the congestion
rect corruption before forwarding the packet. A large nunyysigance loop unstable.

ber of error correcting codes that are effective under diffe. ) )
ent error models are available. Solving this problem requires that we keep track not only

the sequence number of the payload data but also the se-
Inthe second case, erasure codes can be used that allow§itnce number of the encoded packets. In this case, TCP
rupted packets to be dropped while allowing the end poiRisngestion avoidance could use this latter sequence number
to recover the information from additional redundant packps will require the addition of this information to the IP

ets. The Stutter XOR scheme [24] is an example of a simpleTcp packet headers (perhaps in the form of an option).

erasure code. More sophisticated codes have been applied ) o
to packet switched networks [43, 29, 39]. Furthermore, with erasure codes, the receiving TCP has to

] ~wait for the possibility of subsequent packets correcting a
Deployment challenges for FEC schemes with TCP/IP: |oss - This can conflict with the settings of the retransmit

There are significant challenges to combining FEC Wif\er and the delayed acknowledgment timer.
some form of ETEN for TCP/IP. Anyeliable transport

protocol must still provide end-to-end ARQ to guarantee

packet delivery. TCP, in particular, uses ARQ in its con3.3.2 Locus of ETEN

bined error, flow, and congestion control algorithms; the

addition of, and interaction with, FEC may add significame uselocusof control to describe the span of the ETEN
protocol complexity. control loop, in particular to define theotifier node or

Inthe case of satellite or wireless links, per-packet FEG Capodes that are responsible for corruption detection and re-

not protect against all non-congestion packet losses xfor gorting back to theender
ample, channel fades. Furthermore, IP routers simply driopd-to-End (E2EETEN relies only on the receiver to serve
erroneous packets to prevent mis-forwarding [6]. With peas the notifier that detects corruption and informs the sende

packet FEC, intermediate IP routers would be required IIRJp—by—Hop (HBH)ETEN relies on nodes along the path
correct packet headers (provided there is no IP-IP encapgliserve as notifiers to detect and report corruption. HBH

"The sender must have some default behavior to avoid beccueind: schemes involve the intermediate network nodes (switches

locked if an acknowledgment does not arrive (e.g., a timedihita default  OF _routers) as We”_as th? rece_iver (for t_he last hop). Ad-
assumption about the cause of loss). ditionally, the receiver will be involved in any necessary




end-to-end recovery natification, including relaying forAnother is to obtain this information from link layer re-
ward ETEN messages to the sender (as discussed in $ewery mechanisms (e.g., the upstream neighbor that had
tion 3.3.5). Note that even though we generally think &b retransmit a packet can generate such notifications). In
TCP/IP as having only end-to-end loss recovery, the tife absence of such mechanisms, observations and notifica-
checksum and IP router semantics that require the droppiiogs of corruption loss have to be at a coarser granularity,
of corrupted packets [6] is a HBH component of the TCP/ldRescribed next.

loss recovery process. CumulativeETEN (CETEN) mechanisms are needed when
From a deployment perspective, ETEN mechanisms thatthke notifier nodes can only calculate cumulative corruption
low selectedntermediate nodes in a path to participate irates for each link. In other words, the information in the
the corruption detection and notification scheme are mdreader of a corrupted packet is considered inaccurate and
desirable than those ETEN mechanisms which reaailre cannot be constructed with enough confidence to allow PE-
intermediate nodes in the path to participate. The formEEN mechanisms to perform well.

has the significant practical advantage of allowing seleggg mylative CETEN information conveyed to the end-
tive deployment of nodes that need corruption notificatiQ ;s can be in one of several different forms:
mechanisms rather than requiring massive replacement of

network infrastructure. For example, candidates for the de
ployment of ETEN notifier nodes are wireless access points’
and gateways, and switches that terminate long-haul wire-
less and satellite links.

An absolutecorruption rate (bit-based, byte-based or
packet-based) observed within a moving window in
time. The corruption rate may be quantized into a
small number of steps (for examplkeigh, medium
andlow). A binary feedback scheme [38] (see also
[36, 37]) is a special case that provides indication
that the bit/byte/packet corruption rate exceeds some
threshold.

3.3.3 Granularity

Thegranularity of ETEN corruption feedback refers to the

scope over which corruption detection, notification, and re e A relativecorruption rate that simply indicates that the
sponse actions are taken. At the highest level, we refer to quantized corruption rate has increased or decreased
the granularity as either p@acket(PETEN) orcumulative from the previous value.

(CETEN).

Packetbased (PETEN) mechanisms are able to detect, re”
port, and respond to individual packet corruption events.
Per-packet notifiers are able to properly convey the fadt tha ) o )
individual packets have been corrupted; per-packet sendEpgre are various possibilities for the aggregation of the ¢
are able to retransmit those (and only those) packets tlative corruption statistics from each notifier (e.g.i-pe
require retransmission. The Oracle ETEN described in SEeW. per-path, per-link, or per-node). Furthermore, CETEN
tion 2.1 is a PETEN with the ability to perfectly determinéformation can be collected on a per-hop basis or aggre-

addressing and sequence numbers for each packet. gated over the end-to-end path. Due to the difficulty in
correctly assigning corrupted packets to their correspond

PETEN requires not only that the sender and notifier pere fiows, any per-flow CETEN information has to be esti-
form corruptlon detection a,n,d notification on a per',paCkﬁ'Fated, for example from what is observed across all flows
granularity, but that th_e notifiers that detept corruptioa ausing a given link. Estimating and correctly attributing th
able to properly identify cc_)rru_pted or obliterated paCk(atﬁaction of the observed aggregate corruption loss rate on
Thus, the sogrce and gestma_?ol?l address as well ‘35 the;SGar-flow basis can add significant complexity to the node
quence number must be available or reconstructed. In [ag.ent perhaps at the receiver). Determining whether this

case of TCP, this consists of the.sogrce and destination [P pe qone reliably (and if so, how) requires further study.
addresses, the source and destination TCP ports, andvv%%vestigate CETEN further in Section 4.
TCP sequence number. In addition, the packet in question

must be part of the sender’s current window; otherwise, the€ applicability of PETEN and CETEN mechanisms to
opportunity to mitigate the performance problems caus¥é@fious application and network scenarios under various er
by the corrupted packet is lost. ror models also requires further study.

In practice PETEN may be challenging since it requires that

the notifier have a reliable mechanism with which it can d8:3.4 In-Band vs. Out-of-Band Signaling
termine the transport endpoints. One solution to consider

is to separately protect the header by a strong FEC cheeKEN signaling can either beut-of-bandor in-band

An estimate of the probability that a packet survives
corruption.
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Out-of-band(OB) signaling uses distinct ETEN signalingo the same flow. This requires the maintenance of sufficient
messages (e.g., using ICMP) that are propagated from pree-flow state to find a subsequent packet on the same flow.
notifier node to the sender (either backward or forward, @ke other approach is to forward the corrupted packet (suit-
described in the following subsection). ably marked or encapsulated) and pass it along to the des-

In-band(IB) signaling modifies or piggybacks on the headination (subsequgnt nodes must also foryvard this packet),
ers of data packets and acknowledgments. In-band sighaler than dropping it (as currently required by IP router
ing is particularly attractive for CETEN schemes that prog€mantics [6]). The destination in turn can notify the sende
agate corruption statistics in the packet header. In th;'e,capf the packet lost due to corruption.

each CETEN-capable intermediate notifier node modifies

the corruption rate carried in the packet header, so thabtwhe3 6 Determinism

the packet reaches its destination the receiver knows the

path corruption rate. The last aspect of the ETEN control mechanism to consider

Note that for packet-based PETEN, if corrupted packets &d'0W deterministic actions are.

dropped (as in IP [6]), the ETEN indication must be cometerministicactions are used when a particular response is
tained in other packets belonging to the same flow. Alteteeded and sufficient knowledge is available. An example
natively, if the packet header is separately protected by gfideterministic action by the notifier is the transmissién o
error check and only the payload is corrupted, the packebackward PETEN message for a corrupted packet from
could be marked as corrupt and forwarded towards the d@grich the header could be correctly decoded. A determin-
tination. istic sender response would be to retransmit this packet.

Probabilistic actions are taken based on information that
o o is statistical or inferred without certainty. An example of

3.3.5 Direction of Notification probabilistic notifier behavior is transmission of a backava

PETEN message when the header cannot be fully recon-
NOtificationS can either be sent directly baCk to the Send%ucted (but perhaps inferred with reasonable confidence
or proceed to the destination to be returned to the Sendebased on Comparing the Corrupted packet's header with col-
BackwardETEN propagates notifications backward, analtgcted per-flow state). An example of sender probabilistic
gous to backward explicit congestion notification schem@ghavior is adjusting the congestion window a fraction of
(e.g., source-quench [34] and ATM BECN [5]). In thesthe time based on an estimate of the fraction of losses due
cases notifiers use out-of-band signaling messages distfaecongestion (as will be described in Section 4).

to the sender. In this section, we provided a taxonomy of the ETEN solu-

It is also conceivable to piggyback backward ETEN infoHon space. The key issues are:
mation in returning acknowledgments to the sender (i.e., in

band Backward ETEN), but this adds significant complexity ® Where, how, and what information about corruption is
to the notifier. observed and tracked by the notifier

Forward ETEN propagates notifications forward to the des- ¢ how does the notifier decide on when and by what
tination, analogous to forward explicit congestion notifi- means to convey the information to the sender

cation schemes (e.g., ATM FECN [5] and IP-based ECN _ _
36, 37, 21]) e what information related to loss recovery does the

~sender track and how
If separate messages are generated per-packet corruption

loss, it is easy to see that backward PETEN could lead to® how does the sender decide how to discriminate among
faster loss repair than forward PETEN. The potential per- losses, and by what means to recover from losses
formance benefit of using Backward ETEN is higher if the
corruption occurs closer to the sender and increases véth th
round-trip delay of the path.

e design of mechanisms to detection, notification, and
response of corruption losses

Two in-band signaling alternatives that do not require geWe discussed that various alternatives exist for each one of
eration of new packets for Forward ETEN exist. With thihese issues. The potential gains in Section 2 motivates fur
first alternative, the intermediate notifier node that distether exploration and evaluation of the alternatives, imter

a corrupted packet can convey this information by mar&f how well they perform and how best to combine them
ing or modifying headers of subsequent packets. If reliatifeo an end-to-end solution. In the next section, we present
per-flow assignment of the corruption is possible, then tldgpromising new CETEN approach that combines particular
operation can be restricted to subsequent packets betpngipproaches within this space.
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4 Cumulative ETEN In the experiments presented in this papeepresents the
configured link corruption rate rather than a corruptioe rat

The last two sections of this paper have broadly and geridat is tracked over time. Using the configured corruption
ally discussed the implications of corruption-based lass fte as- allows us to assess the upper bound on the perfor-
TCP performance and what mechanisms could be used@nce improvements that are possible without any estima-
counteract the impact of corruption-based loss. In this séién error. Designing methods to track the corruption rate
tion we narrow our focus to a novel class of mitigation fd¢ clearly a rich area of future work. Possible schemes for
combating the impact of corruption-based loss. In this sédfiving at error rates (and smoothing/averaging them over
tion we explore Cumulative Explicit Transport Error Notifiime) are limitless. A possible approachis givenin [27}. Fi
cation (CETEN) techniques that are applicable when sufiially, we verified the observed corruption rate to be within
cient information about the cause of specific packet dropg % of the configured corruption rate in our simulations.

not available to the transport layer endpoints. Rathengisive note that there is a delay between an intermediate host
CETEN the TCP sender relies on corruption rate statistigsting its corruption rate and the sender ultimately receiv
provided by the network to drive the behavior of the coing that information. The delay is less than the RTT of
gestion control algorithms. In this section, we describe twhe network path. We believe this delay is tolerable given
CETEN strategies and present a brief set of simulations tki@dt we envision the intermediate node reporting corruptio
show their promise. The CETEN presentation in this pap@ites somehow averaged over a number of RTTs. How-
is preliminary and meant to suggest a new mechanism tb@ér, if corruption rates are to be reported for shorter time
attempts to achieve the ideals presented in Section 2. Mpjitervals then the delay in getting the information to the
in-depth treatments of CETEN issues are provided in [18LP sender may play a part in the overall effectiveness of
and [17]. CETEN. Such a scenario is not explored in this paper and is
left as future work.

4.1 Determining the Packet Corruption Rate
The first problem we tackle is that of transmitting rich iné}'2 Computing the Total Loss Rate
formation about the corruption rate detected within the n?}

. . 0ss can be either due to congestion or corrugtiomthe-
work to the transport endpoints. The mechanism we employ . . .
) . . - ory, if a TCP knew how to ascertain the fraction of losses
in our study adds aorruption survival-probabilityfield to

. - ue to one cause (say, losses due to corruption, as outlined
each packet. This value represents the probability tha?lt"f‘ove) and if the TCP can determine the total loss rate, then
packet avoids corruption as it traverses the network p '

The survival probability field is initialized to 1.0 by thel'c | C can determine the losses due to the other cause. A

source of the packet and is updated by intermediate nO‘rli{atural method for ascertaining the total loss rate is fer th

. i : sender to count the number of retransmissions. How-

along the path (as described in more detail below). When . . o
: ; . - éver, as shown in [3] this method ends up significantly over-
a packet arrives at the receiver the survival probability-co_ .’ . . !
: . . . - estimating the total loss rate due to TCP’s sometimes gross
tained in the packet is the survival probability of the en

. . S retransmission strategies. A family of algorithms (called
tire path. The transport endpoint at the destination keep EAST) is presenteg in [3] that T>C/:P ser?ders can(use to
record of the survival probability of the forward path an

I~ . timate the total loss rate to within 10% of the actual loss
echoes the probability back to the sender in the next Al . ; . .
: : . . ate in over 90% of the TCP connections studied (using the
packet transmitted. As discussed in Section 3 there arre al

native methods for gathering the information. Experiment-'vII mesh of Internet measurement points [32]).
ing with those methods is left as future work. An alternative approach to estimating the total loss ratie is

. . . . . hr(':\ve the network inform the TCP endpoint about the current
Each intermediate node in the path is responsible for track- . . . .
congestion-survival probability, much like the scheme- out

ing the corruption rate;, on theirincoming link& Eachin- R o .
. - : .lined above for corruption information; [27] outlines such
termediate node then multiplies the path corruption satviv o .
S ., _a scheme. In addition, the XCP congestion control tech-
probability field from each packet header by the node’s OWihue [25] could also be leveraged to help disambiguate the
estimate of the link corruption survival probability, € r), 4 g P 9

for the link on which the packet arrived. The exact methocti1use OI losses. 'I_'he blggest weakness of such an “in-the-
L . : . network” scheme is that if some congested routers do not
for arriving at the link error rate is a subject for future \Wor

participate they cause the sender to overestimate the frac-

8|n practice, we only expect intermediate nodes connectéidks ex-
periencing non-negligible amounts of corruption to impéetnCETEN. 9Exactly how to handle the case described in the last sectiwemva
An intermediate node that does not experience corruptiss \lall essen- packet experiences both congestion and corruption isdeuthie scope of
tially not change the path state and therefore the work wieeblvould be this paper. Also, in our simulations losseither caused by congestion or
wasted effort. corruption and never crosses into this gray area.
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tion of losses attributed to corruption (by underestingatin
the congestion rate) and therefore inject more traffic inéo t
network than appropriate. In-the-network strategiesirequ

less accounting on the part of the TCP sender/receiver; how-

ever, there also could be issues relating to the soundnes¥!¢rep is the total packet loss ratejs the corruption loss

the estimates of corruption and congestion in the networkt€ ands andk are parameters allow for the shaping and
bounding of the MDF. In the experiments presented in this

For the work presented in this paper we use tHeAST paper we use — k = 1 which provides a congestion re-

loss estimation technique in the TCP sender to estimate %%nse as if the only losses were those caused by conges-
total loss rate when needed. tion. Whenn = k = 1 and all loss is caused by congestion
the standard MDF of one-half is used. However, if all loss
is due to packet corruption an MDF of 1 is used (i.e., no
cwndreduction). Varying: and k can make the response

In thi . dd h . ¢ what th ore conservative (or more aggressive) and likely has im-
n this section, we address the question of what the Sengglisns on faimess. Future work should include exper-

could do with the corruption probability estimateg and h Imenting with these shaping parameters, but such work is
;L.CPS congfesnor;_ resp(\)/\r;se mayfbet cha:jr_\ged tci 'ncﬁrpo@éﬁond the scope of the initial evaluation presented in this
IS new Information. e specily two ditterent sc eme,§aper. Finally, note that any continuous monotonically in-

that cou_ld be used by a TCP sender to mitigate the perf lréasing function based énthat is no more aggressive than
mance impact of corruption. These are far from the o uation 1 withn — % — 1 can be used to determine the

two schemes that could be used. However, determining
best variant for general use is beyond the scope of this pa-
per.

1+ ()"
MDF:%n21,/€>O,p>O (1)

4.3 Alternate Congestion Responses

4.4 CETEN Simulations
4.3.1 Probabilistic: CETENp To investigate CETEN we implemented bafhET EN 4

. . , and CETENp in ns-2 CETEN is implemented in the
Given that TCP has inferred loss(es) from duplicate %5 sackITCP variant rather than thieullTcpSackvariant

knowledgments [4], s.ele_ctive. acknowledgments (SACKﬁ ed in Section 2 becausacklsupports DSACK (which
[28] and/or_ retransmission _tlmeouts [33] TCP needsisa needed for the estimate @f. The simulations con-
way to decide on a congestion control response. For qut of a four node network with TCP end points separated

CETENp variant we use a weighted coin flip based OI!i‘y two routers. The routers are connected to each other

the estimated fraction of the losses due to corruption, \ i - & Mbps link with a 40 msec one-way propagation

where_e is the fraf:tion of packets dropped due to corrupti lay. The routers use drop-tail queues with 150 packet
andp is the fraction of packets dropped for any reason. uffer sizes. A uniform random process is used to insert

probabilistically, a particular loss is attributed to pat&or- corruption-based drops on the link between the routers. The

ruption the lost segment can be retransmitted without m Srruption-rate is varied (as shown in our results). Eac ho

ifying the congestion control state. Otherwise, the TCP & connected to a router via a 10 Mbps link with a one-way

transmits the lost segment and invokes standard conges P(Sbagation delay of 3 msec. The TCP endpoint uses an
control procedures (i.e., reducing the congestion windgpw dvertised window of 500 segments — enough to never be

half). While CETENp may not correctly choose whethe erformance issue in our simulations. The hosts use an

fo change TCF.),S conges_tion control sta;e on any partic S of 1460 bytes and delayed ACKs. This scenario is dif-
loss, the goql is to provide the approprlmﬁerage, 'Of‘_g' ferent from the scenarios used in Section 2. The TCP sender
term cor_lg.e?stlon response without incurring the tradltlong timates the total loss rate using the DSACK version of the
susceptibility to losses caused by corruption. LEAST algorithm[3]. This simulation setup allows for the
TCP to self-congest the network (i.e., a single TCP connec-
4.3.2 Adaptive adjustment. CETEN 4 tion can consume the n(_atwork capacity and the entire rou_ter
gueue causing congestion-based losses to occur). All sim-

An alternative to the binary decision with regards to invok'—lat'o_nS are run for 1 ho_ur to assess the long-term average
ing congestion control offered by ETENp, CETEN 4 sending rate: The f_oIIowmg results represent the averége o
provides an adaptive scheme that reacts to each lg&grandom simulations.

but not by using the traditional multiplicative decreasghe situation presented in this section is more akin to a ter-
factor (MDF) that stock TCP uses (one-half). Ratheaestrial wireless network than those previously explored i
CETEN4’s MDF is defined as: Section 2. Since the TCP model is generally discussed in
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terms of packet loss rates rather than bit-error rates, we aser, on any specific loss eve@tET ENp could “guess
the fraction of packets lost when discussing the drop prevarong” and take the “wrong” action. For instance, if a loss
lence in this section as opposed to the bit-error rates usedaused by corruptior; ET ENp may decide to reduce
in previous sections. All corruption rates used in Sectioncvnd The hope is that later when there is a congestion-
represent less than a 1% packet drop rate. In this sectioased los€’ ET E Np will even things out by not reducing
most of the packet error rates used are at least 1%. In ottbnd However, in the simulations presented in Figure 8
words, the experiments presented in this section generdtlg notion does not play out as planned. When there is only
have a higher prevalence of corruption than in the expesite connection in the network that connection is solely re-
ments presented in Section 2. sponsible for network congestion. Therefore, when conges-
tion occurs and’ ET ENp decides not to reduaavndthe
16406 congestion is still present and more losses will occur. In
effect, CETENp is forced to reducehe cwndwhen con-
gestion occurs. So, whil€ ETENp prevents thecwnd
from being reduced in some cases when corruption occurs,
: - the connection does not get the entire benefit envisioned,
_ M and hence, experiences lower performance compared to
e CETEN,4. In a network with more statistical multiplex-
10000 F Y ] ing CETENp may perform better (closer t0 ETEN )
* because a single connection will not be the sole cause of

100000

Goodput (Bps)

CETEN_P --e-ee

CETEN_A —— L congestion. Therefore, when a congestion event occurs and

aCFET ENp connection maintains itswndthe connection

Stock $ACK ...... -

0.01 0.1 0.2
Packet Corruption Rate

1000

may not incur further congestion because competing traffic
will also likely be backing off.

The second set of CETEN simulations involves competing

_ traffic. The four node topology described above is again

Figure 8: CETENp and CETENa vs. stock SACKTCP. employed. In this set of tests we run a single TCP con-

] ) ) ) ) nection in each direction across the network. In addition,

The first set of simulations involve a single TCP flowe ryn five on/off constant-bit rate (CBR) flows across the

across the network described above. In these simulatiQR$york in each direction. The CBR flows are driven by
corruption-based losses are applied to only the data pRCkg{ exhonential random process that has a mean on time of
traversing the bottleneck link (i.e., not for the ACK traffi¢, 5 sac and a mean off time of 10 sec. When on. each CBR

flowing back to the sender). Figure 8 shows TCP perfqfs,, sends at 1 Mbps. Therefore, when all the CBR flows
mance as a function of the corruption-rate plotted on a log running they would consume the bottleneck capacity.
log scale. The plot shows the performance drop-off of stogke TCP connection is set up as described for the single
TCP SACK. In addition, the figure illustrates that both Vefio,y tests above. Corruption-based losses are inserted in

sions of CETEN offer better performance than stock TGfh girections of the bottleneck link according to a urifor
SACK — even though CETEN's performance does decreasgqom process.

as the corruption rate increases. ) )
Figure 9 shows TCP performance as a function of the cor-

The cause of CETEN's performance reductions at highiiion rate applied to the bottleneck link on a log-log
packet corruption rates is Iargel_y dropped retransmissiogo Again, this plot illustrates the power of CETEN to
TCP SACK relies on the RTO timer to cope with retrangscrease performance over stock TCP. Also, this plot shows
missions that are dropped. The RTO timer represent§\g; 7 E N, provides better performance enhancement
lengthy inactive period, as well as a secamhdreduction. 4 high error rates than shown above for single flow experi-
We do note that even though performance is dropping offabnts. This suggests that the above note abdiil’ ENp

a packet corruption rate of 20%;ET EN 4 still achieves \qrking better in an environment with a high degree of
more than an order of magnitude increase when compagedisiical multiplexing may be accurate (but must be veri-
to stock TCP. fied completely using more complex simulations with com-
Another notable aspect of Figure 8 is the difference jreting congestion-aware traffic). With competing traffic
performance betwee@ ETEN, and CETENp — even CETEN shows performance improvements of 1-2 orders of
though they are intuitively attempting to achieve the samgagnitude over stock TCP SACK at high error rates.
notion. The notion behind ETENp is that it reduces

cwndroughlythe right number of timesver the course of a

long transfer to compensate for network congestion. How-
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Figure 9: CETENp and CETEN4 vs. stock SACK TCP
with competing traffic.

4.5 Discussion

Our preliminary simulations have shown CETEN to be
promising approach in mitigating the problems corruptio

with non-negligible corruption-based packet loss. While
promising, CETEN also has numerous theoretical and prac-
tical issues that require attention before the strategybsil
useful for general, wide-scale deployment.
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